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Fourier Transform

and Characteristic Function




Fourier Transform

Other conventions: Where to put 27?
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Fourier Transform

Properties:

Inverse is really inverse: FoF lgl=g FloF[f]=¢
and lots of other important ones...

Fourier transformation will be used to define the characteristic function,
and represent the distributions in an alternative way.




Characteristic function

The Characteristic function provides an alternative way
for describing a random variable

The Fourier transform of the density



Characteristic function
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Weak Law of Large Numbers
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Proof Il: Goal: pn — p.

Properties of characteristic functions :
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Levi’'s continuity theorem =- Limit is a constant distribution with mean p




“‘Convergence rate” for LLN

Gauss-Markov:
Prlin —ul <) >1-Eli=el — 3 _5 Doesn’t give rate

Chebyshev:
P(lin —pl <e) > 1

Vné
with probability 1-5
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Can we get smaller, logarithmic error in 6777
|og%<<% ifO0<d<1




Further Readings on LLN,

Characteristic Functions, etc

e http://en.wikipedia.org/wiki/Levy continuity theorem

o http://en.wikipedia.org/wiki/Law_of large _numbers

« http://en.wikipedia.org/wiki/Characteristic_function_(probability theory)

o http://en.wikipedia.org/wiki/Fourier transform



http://en.wikipedia.org/wiki/Levy_continuity_theorem
http://en.wikipedia.org/wiki/Law_of_large_numbers
http://en.wikipedia.org/wiki/Characteristic_function_(probability_theory)
http://en.wikipedia.org/wiki/Fourier_transform

More tail bounds

More useful tools!




Hoeffding’s Inequality (1963)

It only contains the range of the variables,
but not the variances.




“Convergence rate” for LLN
from Hoeffding

Hoeffding Let 2 =157 . (b; — a;)?
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Proof of Hoeffding’s Inequality

A few minutes of calculations.



Bernstein’s inequality (1946)

It contains the variances, too, and can give
tighter bounds than Hoeffding.



Benett's Inequality (1962

Benett’'s iInequality = Bernstein’s inequality.
Proof: ,

h(uw) > v t = ne no2h (n—EQ) > > 5
~ 24 2u/3 no 202 + e

?’L€2




McDiarmid’s
Bounded Difference Inequalit

Suppose Xq1,X»o,...,Xn are independent and assume that

(In other words, replacing the i-th coordinate x; by some other

value changes the value of f by at most ¢;.)
It follows that




Further Readings on

Tall bounds

http://en.wikipedia.org/wiki/Hoeffding's inequality

http://en.wikipedia.org/wiki/Doob martingale (McDiarmid)

http://en.wikipedia.org/wiki/Bennett%27s inequality

http://en.wikipedia.org/wiki/Markov%27s inequality

http://en.wikipedia.org/wiki/Chebyshev%27s inequality

http://en.wikipedia.org/wiki/Bernstein inequalities (probability theory)
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http://en.wikipedia.org/wiki/Hoeffding's_inequality
http://en.wikipedia.org/wiki/Doob_martingale
http://en.wikipedia.org/wiki/Bennett%27s_inequality
http://en.wikipedia.org/wiki/Markov%27s_inequality
http://en.wikipedia.org/wiki/Chebyshev%27s_inequality
http://en.wikipedia.org/wiki/Bernstein_inequalities_(probability_theory)

Limit Distribution?



Central Limit Theorem

Let X1,..., Xy, bei.i.d E[X;] = u and Var[X;] = 2.
T

—,uﬂ>0

Generalizations: multi dim, time processes



Central Limit Theorem In Practice
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Proof of CLT

E[Y;] = 0
T T Um,Z Y Var(y) =1

Let V; = X"U_“ and let Z,, =

S
o8

n t t2 t2\1" 12/
= 0z, ) =[] oy, | —=]| = L--to|— )| —e /% noo

i=1 n \

N
N . _ characteristic function
Levi’s continuity theorem + uniqueness = CLT of Gauss distribution
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How fast do we converge to

Gauss distribution?

Cumulative probability

1.0+

|Falx) = (x)|
0.8-
0.6+

0,4~

Berry-Esseen Theorem

0.2

Let X4,..., X, bei.i.d. r
E[X1] = p, IE[XQ]—G2 E[|X1]3] = p < oo A A
Let Z, = L

Fy, is the cdf of Z, d(x) is the cdf of N(0,1).

Independently discovered by A. C. Berry (in 1941) and C.-G. Esseen (1942)
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Did we answer the guestions

we asked?

Do empirical averages converge?

 What do we mean on convergence?

 What Is the rate of convergence?

 What is the limit distrib. of “standardized” averages?

Next time we will continue with these guestions:
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Further Readings on CLT

http://en.wikipedia.org/wiki/Central _limit_theorem

http://en.wikipedia.org/wiki/Law_of the Iiterated logarithm

24


http://en.wikipedia.org/wiki/Central_limit_theorem
http://en.wikipedia.org/wiki/Law_of_the_iterated_logarithm

Tall bounds In practice

Find us on faedbods.
| P T [ i i o |
i e s, Vi, milen v e B e




A/B testing

How many trials do we need to decide which page attracts
more clicks?
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A/B testing

Let us simplify this question a bit:

Assume that in group A
p(click|A) = 0.10 click and p(noclick|A) = 0.90

Assume that in group B
p(click|B) = 0.11 click and p(noclick|B) = 0.89

Assume also that we know these probabilities in group A, but
we don’t know yet them in group B.

We want to estimate p(click|B) with less than 0.01 error
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Chebyshev Inequality

~  __1swn X, X — 1 click
Hn = 7 2i=1 Xi ! {O no click

—~ 0'2
Chebyshev: Prilin —pl 2 e) < —.

 In group B the click probability is un = 0.11 (we don’t know this yet)
 Want failure probability of 6=5%

« If we have no prior knowledge, we can only bound the variance by 02 =
0.25 (Uniform distribution hast the largest variance 0.25)

52 o2 N 0.25
Pr|in — u ‘>8)<E<5 — 52 <™ 0.05-0.012

= 50,000 < n

o If we know that the click probability is < 0.15, then we can bound 2 at
0.15*0.85=0.1275. This requires at least 25,500 users.
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Hoeffding’s bound

» Hoeffding Let 2=2157 (b;—a,)?

- —2ne?
C

« Random variable has bounded range [0, 1] (click or no click),
hence c=1

o Solve Hoeffding’s inequality for n:

—2ne?

_onel
2exp( Z€)<5 :>(
C

o c?10g(2/6) _ l0og(2/0.05)

> ) <log(§/2) = —2ne? < ¢?log(d/2)

— 18, 445

>
D2

2.0.012

This Is be

tter than Chebyshev.
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Thanks for your attention ©
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