1 A Tutorial Introduction

This chapter describes the central ideas of Support Vector (SV) learning in a
nutshell. Its goal is to provide an overview of the basic concepts.
One such concept is that of a kernel. Rather than going immediately into

Overview mathematical detail, we introduce kernels informally as similarity measures that
arise from a particular representation of patterns (Section 1.1), and describe a
simple kernel algorithm for pattern recognition (Section 1.2). Following this, we
report some basic insights from statistical learning theory, the mathematical theory
that underlies SV learning (Section 1.3). Finally, we briefly review some of the main
kernel algorithms, namely Support Vector Machines (SVMs) (Sections 1.4 to 1.6)
and kernel principal component analysis (Section 1.7).

Prerequisites We have aimed to keep this introductory chapter as basic as possible, whilst
giving a fairly comprehensive overview of the main ideas that will be discussed in the
present book. After reading it, the reader should be able to place all the remaining
material in the book in context, and judge which of the following chapters is of
particular interest to them.

As a consequence of this aim, most of the claims in the chapter are not proven.
Abundant references to later chapters will enable the interested reader to fill in the
gaps at a later stage, without losing sight of the main ideas described presently.

1.1 Data Representation and Similarity

One of the fundamental problems of learning theory is the following: suppose we

are given two classes of objects. We are then faced with a new object, and we have

to assign it to one of the two classes. This problem can be formalized as follows: we
Training Data are given empirical data

(@1,91), - (T Ym) € X x {£1} (1.1)

Here, X is some nonempty set from which the patterns x; (sometimes called cases,
inputs, or observations) are taken, sometimes referred to as the domain; the y; are
called labels, targets, or outputs. Note that there are only two classes of patterns. For
the sake of mathematical convenience, they are labeled by +1 and —1, respectively.
This is a particularly simple situation, referred to as (binary) pattern recognition
or (binary) classification.
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2 A Tutorial Introduction

It should be emphasized that the patterns could be just about anything, and we
have made no assumptions on X other than it being a set. For instance, the task
might be to categorize sheep into two classes, in which case the patterns x; would
simply be sheep.

In order to study the problem of learning, however, we need an additional type
of structure. In learning, we want to be able to generalize to unseen data points. In
the case of pattern recognition, this means that given some new pattern x € X, we
want to predict the corresponding y € {:I:l}.1 By this we mean, loosely speaking,
that we choose y such that (z,y) is in some sense similar to the training examples
(1.1). To this end, we need notions of similarity in X and in {+1}.

Characterizing the similarity of the outputs {£1} is easy: in binary classification,
only two situations can occur: two labels can either be identical or different. The
choice of the similarity measure for the inputs, on the other hand, is a deep question
that lies at the core of the field of machine learning.

Let us consider a similarity measure of the form

E:XxX—=R,
(x,2") — k(z,2"), (1.2)

that is, a function that, given two patterns z and 2/, returns a real number
characterizing their similarity. Unless stated otherwise, we will assume that k is
symmetric, that is, k(x, ') = k(2/, z) for all 2,2’ € X. For reasons that will become
clear later (cf. Remark 2.18), the function k is called a kernel [340, 4, 42, 60, 211].

General similarity measures of this form are rather difficult to study. Let us
therefore start from a particularly simple case, and generalize it subsequently. A
simple type of similarity measure that is of particular mathematical appeal is a dot

Dot Product product. For instance, given two vectors x,x’ € R, the canonical dot product is
defined as
N
(x,x') == Z[XL[X’]Z (1.3)
i=1

Here, [x]; denotes the i-th entry of x.

Note that the dot product is also referred to as inner product or scalar product,
and sometimes denoted with round brackets and a dot, as (x - x’) — this is where
the “dot” in the name comes from. In Section B.2, we give a general definition of
dot products. Usually, however, it is sufficient to think of dot products as (1.3).

The geometric interpretation of the canonical dot product is that it computes
the cosine of the angle between the vectors x and x’, provided they are normalized
to length 1. Moreover, it allows computation of the length (or norm) of a vector x

Length as

x| = v/ (x,%). (1.4)

1. Doing this for every x € X amounts to estimating a function f:X — {£1}.
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1.1 Data Representation and Similarity 3

Likewise, the distance between two vectors is computed as the length of the
difference vector. Therefore, being able to compute dot products amounts to being
able to carry out all geometric constructions that can be formulated in terms of
angles, lengths and distances.

Note, however, that the dot product approach is not really sufficiently general to
deal with many interesting problems.

= First, we have deliberately not made the assumption that the patterns actually
exist in a dot product space. So far, they could be any kind of object. In order
to be able to use a dot product as a similarity measure, we therefore first need to
represent the patterns as vectors in some dot product space H (which need not
coincide with RY). To this end, we use a map

O: X —H
x> x = P(x). (1.5)

= Second, even if the original patterns exist in a dot product space, we may still
want to consider more general similarity measures obtained by applying a map
(1.5). In that case, ® will typically be a nonlinear map. An example that we will
consider in Chapter 2 is a map which computes products of entries of the input
patterns.

Feature Space In both the above cases, the space H is called a feature space.
Note that we have used a bold face x to denote the vectorial representation of x
in the feature space. We will follow this convention throughout the book.
To summarize, embedding the data into H via ® has three benefits:

1. Tt lets us define a similarity measure from the dot product in H,
k(z,a') = (x,x') = (2(z), ®(2")). (1.6)

2. It allows us to deal with the patterns geometrically, and thus lets us study
learning algorithms using linear algebra and analytic geometry.

3. The freedom to choose the mapping ® will enable us to design a large variety
of similarity measures and learning algorithms. This also applies to the situation
where the inputs z; already exist in a dot product space. In that case, we might
directly use the dot product as a similarity measure. However, nothing prevents us
from first applying a possibly nonlinear map ® to change the representation into
one that is more suitable for a given problem. This will be elaborated in Chapter 2,
where the theory of kernels is developed in more detail.

We next give an example of a kernel algorithm.

1.2 A Simple Pattern Recognition Algorithm
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4 A Tutorial Introduction

We are now in the position to describe a pattern recognition learning algorithm that
is arguably one of the simplest possible. We make use of the structure introduced
in the previous section; that is, we assume that our data are embedded into a dot
product space H.2 Using the dot product, we can measure distances in this space.
The basic idea of the algorithm is to assign a previously unseen pattern to the class
with closer mean.

We thus begin by computing the means of the two classes in feature space;

ch:L Z Xi, (1.7)

m
F =41}

1
co = Z Xi, (1.8)
{izyi=—1}
where m and m_ are the number of examples with positive and negative labels,
respectively. We assume that both classes are non-empty, and my,m_ > 0. We
assign a new point x to the class whose mean is closest (Figure 1.1). This geometric
construction can be formulated in terms of the dot product (-, -). Half way between
¢4 and c_ lies the point ¢ := (¢t + c¢_)/2. We compute the class of x by checking
whether the vector x — ¢ connecting ¢ to x encloses an angle smaller than 7/2 with

the vector w := ¢4 — c_ connecting the class means. This leads to

y =sgn ((x —¢),w)
— s ((x — (4 +¢.)/2), (es — e )
=sgn ((x,cq) — (x,c_) +b). (1.9)

Here, we have defined the offset
1
bi= 5 (lle- ] = et ), (1.10)

with the norm |[|x|| := \/(x,x). If the class means have the same distance to the
origin, then b will vanish.

Note that (1.9) induces a decision boundary which has the form of a hyperplane
(Figure 1.1); that is, a set of points that satisfy a constraint expressible as a linear
equation.

It is instructive to rewrite (1.9) in terms of the input patterns x;, using the
kernel k to compute the dot products. Note, however, that (1.6) only tells us how
to compute the dot products between vectorial representations x; of inputs x;. We
therefore need to express the vectors ¢; and w in terms of x1,...,X;,.

Decision Function To this end, substitute (1.7) and (1.8) into (1.9) to get the decision function

1 1

= E— i) — T s A b
y = sgn e Z (x,%;) e Z (x,%;) +
{iyi=+1} {izyi=—1}

2. For the definition of a dot product space, see Section B.2.
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1.2 A Simple Pattern Recognition Algorithm 5

\J

Figure 1.1 A simple geometric classification algorithm: given two classes of points
(depicted by ‘o’ and ‘+4’), compute their means ci,c_ and assign a test pattern x to
which its mean is closer. This can be done by looking at the dot product between x — ¢
(where ¢ = (c4+ + ¢c-)/2) and w := ¢4+ — c—, which changes sign as the enclosed angle
passes through 7 /2. Note that the corresponding decision boundary is a hyperplane (the
dotted line) orthogonal to w.

= sgn mi Z k(x,ar;i)—mL Z E(x,z;)+0b| . (1.11)

t fiyi=+1} T {igi=——1}

Similarly, the offset becomes

b:= % m% Z k(x;,z;) — m% Z k(zi,z;) | . (1.12)
T A{Gd) =y =1} )iy =+1}

Surprisingly, it turns out that this rather simple-minded approach contains a well-

known statistical classification method as a special case. Assume that the class

means have the same distance to the origin (hence b = 0), and that k can be viewed

as a probability density when one of its arguments is fixed. By this we mean that

it is positive and has unit integra1,3

/ k(z,2")dz =1 for all 2’ € X. (1.13)
x

In this case, (1.11) takes the form of the so-called Bayes classifier separating the
two classes, subject to the assumption that the two classes of patterns were gen-
erated by sampling from two probability distributions that are correctly estimated

Parzen Windows by the Parzen windows estimators of the two class densities,

m
F liyi=11}

3. In order to state this assumption, we have to require that we can define an integral on

X.
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6 A Tutorial Introduction

1
p—(x) = p— Z k(x, x;), (1.15)
{isyi=—1}
where x € X.

Given some point x, the label is then simply computed by checking which of the
two values py(x) or p_(x) is larger, which leads directly to (1.11). Note that this
decision is the best we can do if we have no prior information about the probabilities
of the two classes.

The classifier (1.11) is quite close to the type of classifier that this book deals
with in detail. Both take the form of kernel expansions on the input domain,

m
y = sgn (Z aik(x, x;) + b) . (1.16)
i=1

In both cases, the expansions correspond to a separating hyperplane in a feature
space. In this sense, the a; can be considered a dual representation of the hyper-
plane’s normal vector [211]. Both classifiers are example-based in the sense that the
kernels are centered on the training patterns; that is, one of the two arguments of
the kernel is always a training pattern. A test point is classified by comparing it to
all the training points that appear in (1.16) with a nonzero weight.

More sophisticated classification techniques, to be discussed in the remainder
of the book, deviate from (1.11) mainly in the selection of the patterns on which
the kernels are centered, i.e. in the choice of weights «; that are placed on the
individual kernels in the decision function. It will no longer be the case that all
training patterns appear in the kernel expansion, and the weights of the kernels in
the expansion will no longer be uniform within the classes — recall that presently,
cf. (1.11), the weights are either (1/m4) or (—1/m_), depending on the class to
which the pattern belongs.

In the feature space representation, this statement corresponds to saying that
we will study normal vectors w of decision hyperplanes that can be represented
as general linear combinations (i.e., with non-uniform coefficients) of the training
patterns. For instance, we might want to remove the influence of patterns that are
very far away from the decision boundary, either since we expect that they will not
improve the generalization error of the decision function, or since we would like to
reduce the computational cost of evaluating the decision function (cf. (1.11)). The
hyperplane will then only depend on a subset of training patterns called Support
Vectors.

1.3 Some Insights From Statistical Learning Theory

With the above example in mind, let us now consider the problem of pattern
recognition in a slightly more formal setting [547, 146, 176]. This will allow us
to indicate the factors affecting the design of “better” algorithms. Rather than just
providing tools to come up with new algorithms, we also want to provide some
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1.8 Some Insights From Statistical Learning Theory 7

insight in how to do it in a promising way.
In two-class pattern recognition, we seek to infer a function

FoX = {£1} (1.17)

from input-output training data (1.1). The training data are sometimes also called
the sample.

Figure 1.2 shows a simple 2D toy example of a pattern recognition problem. The
task is to separate the solid dots from the circles by finding a function which takes
the value 1 on the dots and —1 on the circles. Note that instead of plotting this
function, we may equivalently plot the boundaries where it switches between 1 and
—1. In the rightmost plot, we see a classification function which correctly separates
all training points. From this picture, however, it is unclear whether the same
would hold true for test points which stem from the same underlying regularity.
For instance, what should happen to a test point which lies close to one of the two
“outliers,” sitting amidst points of the opposite class? Maybe the outliers should
not be allowed to claim their own custom-made regions of the decision function. To
avoid this, we could try to go for a simpler model which disregards these points. The
leftmost picture shows an almost linear separation of the classes. This separation,
however, not only misclassifies the above two outliers, but also a number of “easy”
points which are so close to the decision boundary that the classifier really should
be able to get them right. Finally, the central picture represents a compromise,
by using a model with an intermediate complexity, which gets most points right,
without putting too much trust in any individual point.

Figure 1.2 2D toy example of binary classification, solved using three models (the
decision boundaries are shown). The models vary in complexity, ranging from a simple
one (left), which misclassifies a large number of points, to a complex one (right), which
“trusts” each point and comes up with solution that is consistent with all training points
(but may not work well on new points). As an aside: the plots were generated using the
so-called soft-margin SVM to be explained in Chapter 7; cf. also Figure 7.10.

The goal of statistical learning theory is to place these conceptual arguments in
a mathematical framework.
We assume that the data are generated independently from some unknown (but
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Figure 1.3 A 1D classification problem, with a training set of three points (marked
by circles), and three test inputs (marked on the z-axis). Classification is performed by
thresholding real-valued functions g(x) according to sgn (f(x)). Note that both functions
(dotted line, and solid line) perfectly explain the training data, but they give opposite
predictions on the test inputs. Lacking any further information, the training data alone
give us no means to tell which of the two functions is to be preferred.

fixed) probability distribution P(z,).4 This is a standard assumption in learning
theory; data generated this way is commonly referred to as iid (independent and
identically distributed). Our goal is to find a function f that will correctly classify
unseen examples (x,y), so that f(x) =y for examples (z,y) that are also generated
from P(z, y).?> Correctness of the classification is measured by means of the zero-one
loss function %|f(z) —y|. Note that the loss is 0 if (z,y) is classified correctly, and
1 otherwise.

If we put no restriction on the set of functions from which we choose our
estimated f, however, then even a function that does very well on the training
data, e.g., by satisfying f(x;) = y; for all « = 1,...,m, might not generalize well
to unseen examples. To see this, note that for each function f and any test set
(Z1,91)s - (T, Tm) € X x {£1}, satisfying {Z1,...,Zm}t N {z1,...,2m} = 0,
there exists another function f* such that f*(z;) = f(x;) for all i = 1,...,m,
vet f*(z;) # f(z;) for alli =1,...,m. As we are only given the training data, we
have no means of selecting which of the two functions (and hence which of the two
different sets of test label predictions) is preferable. We conclude that minimizing
only the (average) training error (or empirical risk),

m

1 1

Remp[f] = 7Z§|f(mz)_yz|a (118)
mia

does not imply a small test error (called risk), averaged over test examples drawn

from the underlying distribution P(z,y),

RIf) = [ 51#) 3l dPa.g). (119)

The risk can be defined for any loss function, provided the integral exists. For the

4. For a definition of a probability distribution, see Section B.1.1.
5. We mostly use the term ezample to denote a pair consisting of a training pattern x
and the corresponding target y.
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1.8 Some Insights From Statistical Learning Theory 9

Figure 1.4 A simple VC dimension example. There are 2° = 8 ways of assigning 3
points to two classes. For the displayed points in R?, all 8 possibilities can be realized
using separating hyperplanes, in other words, the function class can shatter 3 points. This
would not work if we were given 4 points, no matter how we placed them. Therefore, the
VC dimension of the class of separating hyperplanes in R? is 3.

present zero-one loss function, the risk equals the probability of misclassification.
Statistical learning theory (Chapter 5, [554, 547, 548, 130, 549, 14]), or VC

(Vapnik-Chervonenkis) theory, shows that it is imperative to restrict the set of

Capacity functions from which f is chosen to one that has a capacity suitable for the
amount of available training data. VC theory provides bounds on the test error.
The minimization of these bounds, which depend on both the empirical risk and the
capacity of the function class, leads to the principle of structural risk minimization
[547].

VC dimension The best-known capacity concept of VC theory is the VC' dimension, defined as
follows: each function of the class induces a certain labeling of the training patterns.
Since the labels are in {£1}, there are at most 2™ different labelings for m patterns.
However, a given class of functions might not be sufficiently rich to induce all these
labelings; in other words, it might not be able to shatter the m points. The VC
dimension is defined as the largest m such that there exists a set of m points which
the class can shatter, and oo if no such m exists. It can be thought of as a one-
number summary of a learning machine’s capacity (for an example, see Figure 1.4).
As such, it is necessarily somewhat crude. More accurate capacity measures are
the annealed VC entropy or the Growth function. These are usually considered to
be harder to evaluate, but they play a fundamental role in the conceptual part of
VC theory. Another interesting capacity measure, which can be thought of as a
scale-sensitive version of the VC dimension, is the fat shattering dimension [270, 6].
For further details, cf. Chapters 5 and 12.

Whilst it will be difficult for the non-expert to appreciate the results of VC theory

VC Bound in this chapter, we will nevertheless briefly describe an example of a VC bound : if
h < m is the VC dimension of the class of functions that the learning machine can
implement, then for all functions of that class, with a probability of at least 1 — ¢
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10 A Tutorial Introduction

over the drawing of the training sample,6 the bound

R[f] < Remp[f] +¢ <h hl(é)) (1.20)

m’ m

holds, where the confidence term (or capacity term) ¢ is defined as

¢<h m@)Z\/h(lnTJrl)Jrln(él/(S)' (1.21)

m’ m m

The bound (1.20) merits further explanation. Suppose we wanted to learn a
“dependency” where patterns and labels are statistically independent, P(x,y) =
P(z)P(y). In that case, the pattern x contains no information about the label y. If,
moreover, the two classes +1 and —1 are equally likely, there is no way of making
a good guess about the label of a test pattern.

Nevertheless, given a training set of finite size, we can always come up with a
learning machine which achieves zero training error (provided we have no examples
contradicting each other, i.e. whenever two patterns are identical, then they must
come with the same label). To reproduce the random labelings by correctly separat-
ing all training examples, however, this machine will necessarily require a large VC
dimension h. Therefore, the confidence term (1.21), which increases monotonically
with A, will be large, and the bound (1.20) will show that the small training error
does not guarantee a small test error. This illustrates how the bound can apply
independent of assumptions about the underlying distribution P(z,y): it always
holds (provided that h < m), but it does not always make a nontrivial prediction.
It is a bound on an error rate (which necessarily lies in the interval [0, 1]), and thus
it becomes meaningless if it is larger than 1. In order to get nontrivial predictions
from (1.20), the function class must be restricted such that its capacity (e.g., VC
dimension) is small enough (in relation to the available amount of data). At the
same time, the class should be large enough to provide functions that are able to
model the dependencies hidden in P(x,y). The choice of the set of functions is thus
crucial for learning from data. In the next section, we take a closer look at a class
of functions which is particularly interesting for pattern recognition problems.

1.4 Hyperplane Classifiers

In the present section, we shall describe a hyperplane learning algorithm that can
be performed in a dot product space (such as the feature space that we introduced
previously). As described in the previous section, to design learning algorithms
whose statistical effectiveness can be controlled, one needs to come up with a class
of functions whose capacity can be computed.

6. recall that each training example is generated from P(z,y), and thus the training data
are subject to randomness
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1.4 Hyperplane Classifiers 11

Vapnik et al. [556, 552] considered the class of hyperplanes in some dot product
space H,

(w,x)+b=0 weH,beR, (1.22)
corresponding to decision functions
F(x) = sgn ((w,x) +b), (123)

and proposed a learning algorithm for problems which are separable by hyperplanes

(sometimes said to be linearly separable), termed the Generalized Portrait, for

constructing f from empirical data. It is based on two facts. First (see Chapter 7),

among all hyperplanes separating the data, there exists a unique optimal hyperplane,

distinguished by the maximum margin of separation between any training point and
Optimal Hyper- the hyperplane,

1
prane max min{||x —x;|| :x e H,(w,x) +b=0,i=1,...,m}. (1.24)

Second (see Chapter 5), the capacity (as discussed in Section 1.3) of the class
of separating hyperplanes decreases with increasing margin. Hence there are the-
oretical arguments supporting the good generalization performance of the optimal
hyperplane ([554, 547, 592, 24], cf. Chapters 5, 7, 12). In addition, it is computa-
tionally attractive, since we will show below that it can be constructed by solving a
quadratic programming problem for which efficient algorithms exist (see Chapters
6 and 10).

Note that the form of the decision function is quite similar to our earlier example
(1.9)). The ways in which the classifiers are trained, however, are different. In the
earlier example, the normal vector of the hyperplane was trivially computed from
the class means as w =c;, —c_.

In the present case, we need to do some additional work to find the normal vector
that leads to the largest margin. To construct the optimal hyperplane, one has to

compute
1 2
i == 1.25
L r(w) = 5wl (1.25)
subject to  y;({w,x;) +b)>1, i=1,...,m. (1.26)

Note that the constraints (1.26) ensure that f(x;) will be +1 for y; = +1, and —1
for y; = —1. Now one might argue that for this to be the case, we don’t actually
need the “> 1”7 on the right hand side of (1.26). However, without it, it would not be
meaningful to minimize the length of w: to see this, imagine we wrote “> 0” instead
of “> 1.” Now assume that the solution is (w,b). Let us rescale this solution by
multiplication with some 0 < A < 1. Since A > 0, the constraints are still satisfied.
Since A < 1, however, the length of w has decreased. Hence (w,b) cannot be the
minimizer of 7(w).

The “> 17 on the right hand side of the constraints effectively fixes the scaling
of w. In fact, any other positive number would do.

Let us now try to get an intuition for why we should be minimizing the length
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12 A Tutorial Introduction

Note:
<W>X;>+b = +1
<Ws X2>+b =-1
=> <Ws (X=X, >= 2

PALA ~_ 2
=> il K1) 2=

Figure 1.5 A binary classification toy problem: separate balls from diamonds. The
optimal hyperplane (1.24) is shown as a solid line. The problem being separable, there
exists a weight vector w and a threshold b such that y;((w,x;) +0) > 0 (i = 1,...,m).
Rescaling w and b such that the point(s) closest to the hyperplane satisfy | (w,x;)+b| = 1,
we obtain a canonical form (w,b) of the hyperplane, satisfying y;({w,x;) + b) > 1. Note
that in this case, the margin, measured perpendicularly to the hyperplane, equals 2/||w]||.
This can be seen by considering two points X1, X2 on opposite sides of the margin, that is,
(w,x1) +b=1,(w,x2) + b = —1, and projecting them onto the hyperplane normal vector
w/|wl.

of w, as in (1.25). If ||w| were 1, then the left hand side of (1.26) would equal
the distance from x; to the hyperplane (cf. (1.24)). In general, we have to divide
yi({(w,x;) + b) by ||[w] to transform it into this distance. Hence, if we can satisfy
(1.26) for all 4 = 1,...,m with an w of minimal length, then the overall margin
will be maximized.

A more detailed explanation of why this leads to the maximum margin hyperplane
will be given in Chapter 7. A short summary of the argument is also given in
Figure 1.5.

The function 7 in (1.25) is called the objective function, while (1.26) are called
inequality constraints. Together, they form a so-called constrained optimization
problem. Problems of this kind are dealt with by introducing Lagrange multipliers

Lagrangian a; >0 and a Lagmngz’an7
1 m

L(w,b,a) = 5||w\|2 = o (yil(xi, w) +b) = 1) (1.27)
i=1

The Lagrangian L has to be minimized with respect to the primal variables w and
b and maximized with respect to the dual variables «; (in other words, a saddle
point has to be found). Note that the constraint has been incorporated into the
second term of the Lagrangian; it is not necessary to enforce it explicitly.

7. Henceforth, we use boldface Greek letters as a shorthand for corresponding vectors
a=(ai,...,am).
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1.4 Hyperplane Classifiers 13

Let us try to get some intuition for this way of dealing with constrained optimiza-
tion problems. If a constraint (1.26) is violated, then y; ((w,x;)+b)—1 < 0, in which
case L can be increased by increasing the corresponding «;. At the same time, w and
b will have to change such that L decreases. To prevent a; (y;({w,x;) +b) — 1) from
becoming an arbitrarily large negative number, the change in w and b will ensure
that, provided the problem is separable, the constraint will eventually be satisfied.
Similarly, one can understand that for all constraints which are not precisely met
as equalities (that is, for which y; ((w,x;) +b) — 1 > 0), the corresponding «; must
be 0: this is the value of «; that maximizes L. The latter is the statement of the

KKT Conditions  Karush-Kuhn-Tucker (KKT) complementarity conditions of optimization theory
(Chapter 6).

The statement that at the saddle point, the derivatives of L with respect to the

primal variables must vanish,

0 0
%L(W, b,a) =0, a—wL(W,b7 a) =0, (1.28)
leads to

> aiyi =0 (1.29)
i=1
and
m
w = Zaiyixi. (1.30)
i=1

The solution vector thus has an expansion in terms of a subset of the training
patterns, namely those patterns with non-zero «;, called Support Vectors (SVs) (cf.
Support Vector (1.16) in the initial example). By the KKT conditions,

a;lyi((xi, W) +0) —1] =0, i=1,...,m, (1.31)

the SVs lie on the margin (cf. Figure 1.5). All remaining training examples (x;,y;)
are irrelevant: their constraint y,;((w,x;) +b) > 1 (cf. (1.26)) does not play a
role in the optimization, and they do not appear in the expansion (1.30). This
nicely captures our intuition of the problem: as the hyperplane (cf. Figure 1.5) is
completely determined by the patterns closest to it, the solution should not depend
on the other examples.

By substituting (1.29) and (1.30) into the Lagrangian (1.27), one eliminates the

primal variables w and b, arriving at the so-called dual optimization problem, which

Dual Problem is the problem that one usually solves in practice:
m 1 m
max W(a) = Zai —5 Z ;05 Y Y5 (X, X5) (1.32)
(o2
i=1 ij=1
subject to a; >0, i=1,...,m, and Zaiyi =0. (1.33)
i=1
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input space feature space

O

ILLELEELETITY =

Figure 1.6 The idea of SVMs: map the training data into a higher-dimensional feature
space via @, and construct a separating hyperplane with maximum margin there. This
yields a nonlinear decision boundary in input space. By the use of a kernel function (1.2),
it is possible to compute the separating hyperplane without explicitly carrying out the
map into the feature space.

Using (1.30), the hyperplane decision function (1.23) can thus be written as

m

f(x) =sgn (Z yic (X, %;) + b) ) (1.34)
i=1

where b is computed by exploiting (1.31) (for details, cf. Chapter 7).

The structure of the optimization problem closely resembles those that typically
arise in Lagrange’s formulation of mechanics (e.g., [194]). In the latter class of
problem, it is also often the case that only a subset of constraints become active.
For instance, if we keep a ball in a box, then it will typically roll into one of the
corners. The constraints corresponding to the walls which are not touched by the
ball are irrelevant, and those walls could just as well be removed.

Seen in this light, it is not too surprising that it is possible to give a mechanical
interpretation of optimal margin hyperplanes [83]: If we assume that each SV x;
exerts a perpendicular force of size «; and sign y; on a solid plane sheet lying along
the hyperplane, then the solution satisfies the requirements for mechanical stability.
The constraint (1.29) states that the forces on the sheet sum to zero, and (1.30)
implies that the torques also sum to zero, via ) . x; X y;a,w/||w| = w x w/|w|| =
0.8

1.5 Support Vector Classification

We now have all the tools to describe SVMs (Figure 1.6). Everything in the last
section was formulated in a dot product space. We think of this space as the feature
space H described in Section 1.1. To express the formulas in terms of the input
patterns that exist in X, we thus need to employ (1.6), which expresses the dot
product of bold face feature vectors x,x’ in terms of the kernel k evaluated on

8. Here, the X denotes the vector (or cross) product, satisfying x x x = 0 for all x € H.
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1.5 Support Vector Classification 15

input patterns z,z’,
k(z,2") = (x,x'). (1.35)

This substitution, which is sometimes referred to as the kernel trick, was used
by Boser, Guyon, and Vapnik [60] to extend the Generalized Portrait hyperplane
classifier of Vapnik and co-workers [556, 554] to nonlinear Support Vector Machines.
Aizerman et al [4] called H the linearization space, and used it in the context of
the potential function classification method to express the dot product between
elements of H in terms of elements of the input space.

The kernel trick can be applied since all feature vectors only occurred in dot
products. The weight vector (cf. (1.30)) then becomes an expansion in feature space,
and therefore will typically no longer correspond to the ®-image of a single input

Decision Function space vector (cf. Chapter 18). We thus obtain decision functions of the form (cf.
(1.34))

f(x) =sgn (Z yic; (@(z), (x4)) + b)
i=1

= sgn (Z yicik(x, ;) + b) , (1.36)

i=1

and the following quadratic program (cf. (1.32)):

m m
1
ng,X W(a) = 722; a; — 5 132::1 aiozjyiyjk;(mi,xj) (137)
subject to a; > 0, i=1,...,m, and »_a;y; = 0. (1.38)

i=1
Figure 1.7 shows an example of this approach, using a Gaussian radial basis
function kernel. We will later study the different possibilities for the kernel function
in detail (Chapters 2 and Chapter 13).
In practice, a separating hyperplane may not exist, e.g., if a high noise level causes

Soft Margin a large overlap of the classes. To allow for the possibility of examples violating
Hyperplane (1.26), one introduces slack variables [106, 548, 466]
&E>0, i=1,...,m, (1.39)

in order to relax the constraints (1.26) to

A classifier that generalizes well is then found by controlling both the classifier
capacity (via [[wl|) and the sum of the slacks ). &;. The latter can be shown to
provide an upper bound on the number of training errors.
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16 A Tutorial Introduction

Figure 1.7 Example of an SV classifier found using a radial basis function kernel
k(z,2") = exp(—|jz — 2’||*) (here, the input space is X = [~1,1]?). Circles and disks
are two classes of training examples; the middle line is the decision surface; the outer lines
precisely meet the constraint (1.26). Note that the SVs found by the algorithm (marked
by extra circles) are not centers of clusters, but examples which are critical for the given
classification task. Grey values code | >.7" | ysaik(x, x;) 4 b, the modulus of the argument
of the decision function (1.36). The top and the bottom lines indicate places where it takes
the value 1, as enforced by the separation constraints (from [453]).

One possible realization of such a soft margin classifier is obtained by minimizing
the objective function

r(w,8) = Slwl? + g (141)
1=1

subject to the constraints (1.39) and (1.40), where the constant C' > 0 determines
the trade-off between margin maximization and training error minimization? In-
corporating a kernel, and rewriting it in terms of Lagrange multipliers, this again
leads to the problem of maximizing (1.37), subject to the constraints

m
0<aq;<C, i=1,...,m, and Zaiyi:O (1.42)
i=1
The only difference from the separable case is the upper bound C' on the Lagrange
multipliers «;. This way, the influence of the individual patterns (which could be

9. In chapter 7, the sum in equation (1.41) is scaled by %, rather than C. Although the
resulting solution w is scaled differently, the decision boundary itself does not change.
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1.6 Support Vector Regression 17

outliers) gets limited. As above, the solution takes the form (1.36). The threshold
b can be computed by exploiting the fact that for all SVs z; with a; < C, the slack
variable &; is zero (this again follows from the KKT conditions), and hence

> asyik(iag) +b = yie (1.43)
j=1

Geometrically speaking, choosing b amounts to shifting the hyperplane, and (1.43)
states that we have to shift the hyperplane such that the SVs with zero slack
variables lie on the +1 lines of Figure 1.5.

Another possible realization of a soft margin variant of the optimal hyperplane
uses the more natural v-parameterization. In it, the parameter C' is replaced by
a parameter v € (0,1] which can be shown to provide lower and upper bounds
for the fraction of examples that will be SVs and those that will have non-zero
slack variables, respectively. It uses a primal objective function with the error term
(-2 3", &) —pinstead of C' Y, & (cf. (1.41)), and separation constraints that involve
a margin parameter p,

yi((w,x;)+b)>p—¢&, i=1,...,m, (1.44)

which itself is a variable of the optimization problem. The dual can be shown to
consist in maximizing the quadratic part of (1.37), subject to 0 < «a; < 1/(vm),
Zi a;y; = 0 and the additional constraint ZZ «; = 1. We shall return to these
methods in more detail in Section 7.5.

1.6 Support Vector Regression

Let us turn to a problem slightly more general than pattern recognition. Rather than
dealing with outputs y € {£1}, regression estimation is concerned with estimating
real-valued functions.

To generalize the SV algorithm to the regression case, an analog of the soft margin
is constructed in the space of the target values y (note that we now have y € R) by

e-Insensitive using Vapnik’s e-insensitive loss function [548] (Figure 1.8; for further detail, see
Loss Chapters 3 and 9) . This quantifies the loss incurred by predicting f(x) instead of
y as
ly — f(x)|e = max{0, [y — f(x)| — ¢} (1.45)
To estimate a linear regression
f(x) = (w,x) +0, (1.46)

one minimizes

1 m
SIS i — £l (1.47)
i=1
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loss

1

+€ y— f(x)

y

Figure 1.8 In SV regression, a tube with radius ¢ is fitted to the data. The trade-
off between model complexity and points lying outside of the tube (with positive slack
variables £) is determined by minimizing (1.48).

Note that the term ||w|? is the same as in pattern recognition (cf. (1.41)); for
further details, cf. Chapter 9.

We can transform this into a constrained optimization problem by introducing
slack variables, akin to the soft margin case. In the present case, we need two types
of slack variable for the two cases f(x;) —y; > € and y; — f(x;) > &, respectively.
We denote them by € and £, respectively, and collectively refer to them as 5(*).

The optimization problem consists in finding

m

. . 1 5 .
wer B e TG ED = W+ OB (&4 € (1.48)
subject to  f(x;) —y; <e+& (1.49)

yi — f(xi) Se+& (1.50)

£, 65 >0 (151)

foralli=1,...,m.
Note that according to (1.49) and (1.50), any error smaller than € does not require
a nonzero &; or & and hence does not enter the objective function (1.48).
Generalization to kernel-based regression estimation is carried out in an analo-
gous manner to the case of pattern recognition. Introducing Lagrange multipliers,
one arrives at the following optimization problem: for C' > 0,e > 0 chosen a priori,

max W(a,a*)=—¢ Z(Oéf +a;) + Z(af — i)y
i=1 i=1

o, ER™
1 E * *
3 Z (af —aq)(af — aj)k(ws, 75), (1.52)
ij=1
subject to 0<aq;a; <C, i=1,...,m, and Z(ai —a;)=0. (1.53)
i=1
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1.7 Kernel Principal Component Analysis 19

Regression Func- The regression estimate takes the form
tion m
fl@)=> (af — ai)k(zi, ) +b, (1.54)
i=1
where b is computed using the fact that (1.49) becomes an equality with & = 0 if
0 < a; < C, and (1.50) becomes an equality with £ = 0if 0 < af < C (for details,
see Chapter 9). The solution thus looks quite similar to the pattern recognition case
(cf. (1.36) and Figure 1.9).
A number of extensions of this algorithm are possible. From an abstract point
of view, we just need some target function which depends on the vector (w, &) (cf.
(1.48)). There are multiple degrees of freedom for constructing it, including some
freedom how to penalize, or regularize. For instance, more general loss functions can
be used for &, leading to problems that can still be solved efficiently ([505, 494], cf.
Chapter 9). Moreover, norms other than the 2-norm ||.|| can be used to regularize
the solution (see Chapters 3 and 9).
Finally, the algorithm can be modified such that € need not be specified a priori.
Instead, one specifies an upper bound 0 < v < 1 on the fraction of points allowed
to lie outside the tube (asymptotically, the number of SVs) and the corresponding
v-SV Regression € is computed automatically. This is achieved by using as primal objective function

Slwl? + 0 <ums +3 I f<xi>|a> (155)

i=1
instead of (1.47), and treating ¢ > 0 as a parameter over which we minimize. For
more detail, cf. Chapter 9.

1.7 Kernel Principal Component Analysis

The kernel method for computing dot products in feature spaces is not restricted
to SVMs. Indeed, it has been pointed out that it can be used to develop nonlinear
generalizations of any algorithm that can be cast in terms of dot products, such as
principal component analysis (PCA).

Principal component analysis is perhaps the most common feature extraction
algorithm; for details, see Chapter 14. The term feature extraction commonly refers
to procedures for extracting (real) numbers from patterns which in some sense
represent the crucial information contained in these patterns.

PCA in feature space leads to an algorithm called kernel PCA, which carries out
linear PCA in the feature space H. By solving an eigenvalue problem, the algorithm
computes nonlinear feature extraction functions

ful@) = ak(xs, ), (1.56)
i=1

where, up to a normalizing constant, the o are the components of the n-th
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eigenvector of the kernel matrix K;; := (k(z;,z;)).

In a nutshell, this can be understood as follows. To do PCA in H, we wish to
find eigenvectors v and eigenvalues A\ of the so-called covariance matriz C in the
feature space, where

o ;ié(@)@(%ﬂ (1.57)

Here, ®(z;)" denotes the the transpose of ®(x;) (see Section B.4).
In the case when H is very high dimensional, the computational costs of doing
this directly are prohibitive. Fortunately, one can show that all solutions to

Cv=J\v (1.58)

with A # 0 must lie in the span of ®-images of the training data. Thus, we may
expand the solution v as

v = Zal@(mi), (1.59)
i=1

thereby reducing the problem to that of finding the ;. It turns out that this leads
to a dual eigenvalue problem for the expansion coefficients,

mia = Ka, (1.60)

where o = (a1, ..., am)".
To extract nonlinear features from a test point x, we compute the dot product

between ®(z) and the n-th eigenvector in feature space,

(v, ®(x)) = Za?k(xi,x). (1.61)

As in the case of SVMs, the architecture can be visualized by Figure 1.9. Usually,
this will be computationally far less expensive than taking the dot product in the
feature space explicitly. A toy example is given in Chapter 14 (Figure 14.4).

1.8 Empirical Results and Implementations

Examples of
Kernels

Having described the basics of SVMs, we now summarize some empirical findings.
By the use of kernels, the optimal margin classifier was turned into a high-
performance classifier. Surprisingly, it was observed that the polynomial kernel

k(z, ') = (z,2")", (1.62)

the Gaussian

k(z,2') = exp (-””5‘””2) , (1.63)

202
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o ( > ) output o (Z v, k (x.x,))
v, v, weights
<, > <, > dot product <®(x) ,P(x,>= k(x x;)

D(x ) D(x,) D) mapped vectors ®(x;), P(x)

support vectors X, ... X,,

/] test vector x

Figure 1.9 Architecture of SVMs and related kernel methods. The input = and the
expansion patterns (SVs) z; (we assume that we are dealing with handwritten digits) are
nonlinearly mapped (by ®) into a feature space H where dot products are computed.
Through the use of the kernel k, these two layers are in practice computed in one single
step. The results are linearly combined using weights v;, found by solving a quadratic
program (in pattern recognition, v; = y;;; in regression estimation, v; = aj — ;) or an
eigenvalue problem (Kernel PCA). The linear combination is fed into the function o (in
pattern recognition, o(x) = sgn (z + b); in regression estimation, o(z) = = + b; in Kernel
PCA, o(z) = x).

and the sigmoid
k(z,2") = tanh (k (z,2') + 0), (1.64)

with suitable choices of d € N and o,x,0 € R (here, X C RY), empirically led to
SV classifiers with very similar accuracies and SV sets (Chapter 7). In this sense,
the SV set seems to characterize (or compress) the given task in a manner which
to some extent is independent of the type of kernel (that is, the type of classifier)
used.

Applications Initial work at AT&T Bell Labs focused on OCR (optical character recognition),
a problem where the two main issues are classification accuracy and classification
speed. Consequently, some effort went into the improvement of SVMs on these
issues, leading to the Virtual SV method for incorporating prior knowledge about
transformation invariances by transforming SVs (Chapter 7), and the Reduced Set
method (Chapter 18) for speeding up classification. Using these procedures, SVMs
soon became competitive with the best available classifiers on OCR and other
object recognition tasks [83], and later even achieved the world record on the main
handwritten digit benchmark dataset [128].

Implementation An initial weakness of SVMs, less apparent in OCR applications which are
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characterized by low noise levels, was that the size of the quadratic programming
problem (Chapter 10) scaled with the number of support vectors. This was due to
the fact that in (1.37), the quadratic part contained at least all SVs — the common
practice was to extract the SVs by going through the training data in chunks while
regularly testing for the possibility that patterns initially not identified as SVs
become SVs at a later stage. This procedure is referred to as chunking; note that
without chunking, the size of the matrix in the quadratic part of the objective
function would be m x m, where m is the number of all training examples.

What happens if we have a high-noise problem? In this case, many of the slack
variables & become nonzero, and all the corresponding examples become SVs.
For this case, decomposition algorithms were proposed [381, 392], based on the
observation that not only can we leave out the non-SV examples (the z; with
a; = 0) from the current chunk, but also some of the SVs, especially those that hit
the upper boundary («; = C). The chunks are usually dealt with using quadratic
optimizers. Among the optimizers used for SVMs are LOQO [543], MINOS [362],
and variants of conjugate gradient descent, such as the optimizers of Bottou [441]
and Burges [81]. Several public domain SV packages and optimizers are listed on the
web page http://www.kernel-machines.org. For more details on implementations,
see Chapter 10.

Once the SV algorithm had been generalized to regression, researchers started
applying it to various problems of estimating real-valued functions. Very good
results were obtained on the Boston housing benchmark [518], and on problems of
times series prediction (see [357, 352, 333]). Moreover, the SV method was applied
to the solution of inverse function estimation problems ([555]; cf. [550, 576]). For
overviews, the interested reader is referred to [81, 454, 501, 120].
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