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Outline
• Directed Graphical Models

• Dependence 
• Inference for fully observed models
• Incomplete information / variational and sampling inference

• Undirected Graphical Models
• Hammersley Clifford decomposition
• Conditional independence
• Junction trees

• Dynamic Programming 
• Generalized Distributive Law
• Naive Message Passing

• Inference techniques
• Sampling (Gibbs and Monte Carlo)
• Variational methods (EM, extensions, dual decomposition)



Directed Graphical Models
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... some Web 2.0 service

• Joint distribution (assume a and m are independent)

• Explaining away

a and m are dependent conditioned on w

MySQL Apache

Website

p(m, a,w) = p(w|m, a)p(m)p(a)

p(m, a|w) =
p(w|m, a)p(m)p(a)P

m0,a0 p(w|m0, a0)p(m0)p(a0)
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... some Web 2.0 service

is working

MySQL is working
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... some Web 2.0 service

is working

MySQL is working
Apache is working

is broken

At least one of the 
two services is broken

(not independent)

MySQL Apache

Website



Directed graphical model

• Easier estimation
• 15 parameters for full joint distribution
• 1+1+4+1 for factorizing distribution

• Causal relations
• Inference for unobserved variables

m a

w

m a

w

m a

w

u
user

action
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No loops allowed

p(c|e)p(e) or p(e|c)p(c)

p(c|e)p(e|c)



Directed Graphical Model

• Joint probability distribution

• Parameter estimation
• If x is fully observed the likelihood breaks up

• If x is partially observed things get interesting
maximization, EM, variational, sampling ...

p(x) =
Y

i

p(xi|xparents(i))

log p(x|✓) =

X

i

log p(xi|xparents(i), ✓)
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Chains
Markov Chain

Hidden Markov Chain

observed
user action

user’s
mindset

user model for traversal through search results

p(x, y; ✓) = p(x0; ✓)
n�1Y

i=1

p(xi+1|xi; ✓)
nY

i=1

p(yi|xi)

p(x; ✓) = p(x0; ✓)
n�1Y

i=1

p(xi+1|xi; ✓)

Plate
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Factor Graphs

• Observed effects
Click behavior, queries, watched news, emails

Latent Factors

Observed
Effects



Factor Graphs

• Observed effects
Click behavior, queries, watched news, emails

• Latent factors
User profile, news content, hot keywords, social 
connectivity graph, events

Latent Factors

Observed
Effects
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Recommender Systems

• Users u
• Movies m
• Ratings r (but only for a subset of users)

r

u m

... intersecting plates ...
(like nested for loops)

news, 
SearchMonkey

answers
social

ranking
OMG

personals
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Challenges
• How to design models

• Common (engineering) sense
• Computational tractability

• Dependency analysis
• Bayes ball (not in this lecture)

• Inference
• Easy for fully observed situations
• Many algorithms if not fully observed
• Dynamic programming / message passing

engineering

machine learning



Dynamic Programming



Chains and Trees



Chains

x

p(x; ✓) = p(x0; ✓)
n�1Y

i=1

p(xi+1|xi; ✓) x0 x1 x2 x3

p(x
i

) =
X

x0,...xi�1,xi+1...xn

p(x0)| {z }
:=l0(x0)

nY
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p(x
j

|x
j�1)

=
X

x1,...xi�1,xi+1...xn

X

x0

[l0(x0)p(x1|x0)]

| {z }
:=l1(x1)
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Chains

x

p(x; ✓) = p(x0; ✓)
n�1Y

i=1

p(xi+1|xi; ✓) x0 x1 x2 x3

p(x
i

) = l

i

(x
i

)
X

xi+1...xn

n�1Y

j=i

p(x
j+1|x

j

)

= l

i

(x
i
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X

xi+1...xn�1
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p(x
j+1|x
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)
X

xn

p(x
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|x
n�1)

| {z }
:=rn�1(xn�1)

= l

i

(x
i
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X

xi+1...xn�2

n�3Y

j=i

p(x
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j

)
X

xn�1

p(x
n�1|x

n�2)rn�1(xn�1)
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:=rn�2(xn�2)



Chains
p(x; ✓) = p(x0; ✓)

n�1Y

i=1

p(xi+1|xi; ✓) x0 x1 x2 x3

• Forward recursion

• Backward recursion

• Marginalization & conditioning

l0(x0) := p(x0) and l

i

(x
i

) :=
X

xi�1

l

i�1(xi�1)p(x
i

|x
i�1)

r

n

(x
n

) := 1 and r

i

(x
i

) :=
X

xi+1

r

i+1(xi+1)p(x
i+1|x

i

)

p(xi) = li(xi)ri(xi)

p(x�i|xi) =
p(x)
p(xi)

p(xi, xi+1) = li(xi)p(xi+1|xi)ri(xi+1)



Chains

• Send forward messages starting from left node

• Send backward messages starting from right node

x0 x1 x2 x3 x4 x5

m

i+1!i

(x
i

) =
X

xi+1

m

i+2!i+1(xi+1)f(x
i

, x

i+1)

m

i�1!i

(x
i

) =
X

xi�1

m

i�2!i�1(xi�1)f(x
i�1, xi

)



Trees

• Forward/Backward messages as normal for chain
• When we have more edges for a vertex use ...

x0 x1 x2

x3 x4 x5

x6 x7 x8

m2!3(x3) =
X

x2

m1!2(x2)m6!2(x2)f(x2, x3)

m2!6(x6) =
X

x2

m1!2(x2)m3!2(x2)f(x2, x6)

m2!1(x1) =
X

x2

m3!2(x2)m6!2(x2)f(x1, x2)
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Trees

• Joint distribution over latent state and observations
• To compute conditional probability we need to normalize

x0 x1 x2

x3 x4 x5

x6 x7 x8

z z z
z z z

z z z

p(x, z) = p(x)
Y

i

p(zi|xi) =
Y

i,j2T

f(xi, xj)
Y

i

g(xi, zi)
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Trees

x0 x1 x2

x3 x4 x5

x6 x7 x8

z z z
z z z

z z z

p(x
i

|rest) /
X

x

�i

2

4
Y

j,k2T

f(x
j

, x

k

)
Y

j

g(x
j

)

3

5

=g(x
i

)
Y

(j,i)

m

j!i

(x
i

)
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Graph triangulation

3

2

5

4

7

6

9

8
101

1,3,5

1,2,4

1,5,7

1,4,6

1,7,9

1,6,8

1,9
10

1,8
10



Graph triangulation

3

2

5

4

7

6

9

8
101

1,3,5

1,2,4

1,5,7

1,4,6

1,7,9

1,6,8

Separator set increases

1,9
10

1,8
10



Graph triangulation

3

2

5

4

7

6

9

8
101

1,3,5

1,2,4

1,5,7

1,4,6

1,7,9

1,6,8

Separator set increases

1,9
10

1,8
10



Update equations
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Y
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mA!B(xA\B)
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Generalized Distributive Law

• Key Idea
Dynamic programming uses only sums and 
multiplications, hence replace them with 
equivalent operations from other semirings

• Semiring
• ‘addition’ and ‘summation’ equivalent
• Associative law
• Distributive law

(a+ b) + c = a+ (b+ c)

a(b+ c) = ab+ ac



Generalized Distributive Law
• Integrating out probabilities (sum, product)

• Finding the maximum (max, +)

• Set algebra (union, intersection)

• Boolean semiring (AND, OR)
• Probability semiring (log +, +)
• Tropical semiring (min, +)

a · (b+ c) = a · b+ a · c

a+max(b, c) = max(a+ b, a+ c)

A [ (B \ C) = (A [B) \ (A [ C)



Chains ... again

x

x0 x1 x2 x3s̄ = max

x

s(x0) +

n�1X

i=1

s(x

i+1|xi

)

s̄ = max

x0...n

s(x0)| {z }
:=l0(x0)

+

nX

j=1

s(x

j

|x
j�1)

= max

x1...n

max

x0

[l0(x0)s(x1|x0)]

| {z }
:=l1(x1)

+

nX

j=2

s(x

j

|x
j�1)

= max

x2...n

max

x1

[l1(x1)s(x2|x1)]

| {z }
:=l2(x2)

+

nX
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x1
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Often use it anyway --- Loopy Belief Propagation
(Turbo Codes, Markov Random Fields, etc.)
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Clustering



Basic Idea



Density Estimation

xi

Θ

p(X|✓) =
mY

i=1

p(xi|✓)

• Draw latent parameter Θ
• For all i draw observed xi given Θ
• What if the basic model doesn’t fit all data?
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One size doesn’t fit all

y1

x1

y2

xi

y3

xi

ym

xm

Θ

...

μk,
Σk

yi

xi

Θ

μj,Σj

i=1..m

yi

xi

Θ

i=1..m

α

β

j=1..k

μ1,
Σ1 μj,Σj

j=1..k

...

p(X,Y |✓,�, µ) =
nY

i=1

p(xi|yi, �, µ)p(yi|✓)



What can we cluster?



What can we cluster?

text
news users

mails

queries

urls

ads

products

events
locations

spammers

abuse



Mixture of Gaussians
• Draw cluster label y from discrete distribution
• Draw data x from Gaussian for given cluster y

• Prior for discrete distribution - Dirichlet
• Prior for Gaussians - Gauss-Wishart distribution

• Problem: we don’t know y
• If we knew the parameters we could get y
• If we knew y we could get the parameters



k-means
• Fixed uniform variance for all Gaussians
• Fixed uniform distribution over clusters
• Initialize centers with random subset of points
• Find most likely cluster y for x

• Find most likely center for given cluster

• Repeat until converged

yi = argmax

y
p(xi|y,�, µ)

µy =
1
ny

X

i

{yi = y}xi



k-means

• Pro
• simple algorithm
• can be implemented by MapReduce passes

• Con
• no proper probabilistic representation
• can get stuck easily in local minima



k-means

initialization

partitioning

update

partitioning



k-means

initialization

partitioning

update

partitioning



Variational Inference



Expectation Maximization

• Optimization Problem

This problem is nonconvex and difficult to solve
• Key idea

If we knew p(y|x) we could estimate the 
remaining parameters easily and vice versa 

maximize

✓,µ,�
p(X|✓,�, µ) = maximize

✓,µ,�

X

Y

nY

i=1

p(xi|yi, �, µ)p(yi|✓)
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Nonconvex Minimization

•Find convex upper bound
•Minimize it



Expectation Maximization



Expectation Maximization
• Variational Bound

This inequality is tight for p(y|x) = q(y)

log p(x; ✓) � log p(x; ✓)�D(q(y)kp(y|x; ✓))

=

Z
dq(y) [log p(x; ✓) + log p(y|x; ✓)� log q(y)]

=

Z
dq(y) log p(x, y; ✓)�

Z
dq(y) log q(y)



Expectation Maximization
• Variational Bound

This inequality is tight for p(y|x) = q(y)
• Expectation step

log p(x; ✓) � log p(x; ✓)�D(q(y)kp(y|x; ✓))

=

Z
dq(y) [log p(x; ✓) + log p(y|x; ✓)� log q(y)]

=

Z
dq(y) log p(x, y; ✓)�

Z
dq(y) log q(y)

q(y) = p(y|x; ✓)
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Expectation Maximization
• Variational Bound

This inequality is tight for p(y|x) = q(y)
• Expectation step

• Maximization step
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Z
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Expectation Maximization
• Variational Bound

This inequality is tight for p(y|x) = q(y)
• Expectation step

• Maximization step

log p(x; ✓) � log p(x; ✓)�D(q(y)kp(y|x; ✓))

=

Z
dq(y) [log p(x; ✓) + log p(y|x; ✓)� log q(y)]

=

Z
dq(y) log p(x, y; ✓)�

Z
dq(y) log q(y)

q(y) = p(y|x; ✓)

✓

⇤
= argmax

✓

Z
dq(y) log p(x, y; ✓)maximize it

find bound



Expectation Step

qi(y) / p(xi|yi, µ,�)p(yi|✓) hence

miy :=

1

(2⇡)

d
2 |⌃y| 1

2
exp


�1

2

(xi � µy)⌃

�1
y (xi � µy)

�
p(y)

qi(y) =

miyP
y0 miy0

• Factorizing distribution

• E-Step
q(Y ) =

Y

i

qi(y)



• Log-likelihood

• Cluster distribution
(weighted Gaussian MLE)

• Cluster probabilities

Maximization Step

log p(X,Y |✓, µ,�) =

nX

i=1

log p(xi|yi, µ,�) + log p(yi|✓)

µy =
1
ny

nX

i=1

qi(y)xi

⌃y =
1
ny

nX

i=1

qi(y)xix
>
i � µyµ

>
y

ny =
X

i

qi(y)

✓⇤ = argmax

✓

nX

i=1

X

y

qi(y) log p(yi|✓) hence p(y|✓) =

ny

n



EM Clustering in action



Problem

Estimates will diverge 
(infinite variance, zero probability, tiny clusters)



Solution
• Use priors for

• Dirichlet distribution for cluster probabilities
• Gauss-Wishart for Gaussian

• Cluster distribution

• Cluster probabilities

µ, �, ✓

ny = n0 +
X

i

qi(y)
µy =

1
ny

nX

i=1

qi(y)xi

⌃y =
1
ny

nX

i=1

qi(y)xix
>
i +

n0

ny
1� µyµ

>
y

p(y|�) =
ny

n + k · n0



Hidden Markov Models



• Clustering - no dependence between observations
• Hidden Markov Model - dependence between states

3.3 Applications 107

x1 x2 x3 x4

y4
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y3y2y1

...
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i=1..m

xi xi+1

yi

Fig. 3.6. A simple hidden Markov model. The variables x
i

are observed, while the
states y

i

responsible for generating x
i

are unknown. The graph on the right is an
equivalent representation as a plate. Our notation is slightly sloppy by not dealing
explicitly with the last hidden state y10 which does not have a child y11. That said,
since y11 is an unobserved child node in the DAG, it integrates out without any
further e↵ect on the joint probability distribution.

The problem when performing inference in a HMM is that, just as before
in clustering, the hidden variables yi are unknown. We can use the EM-
algorithm for inference. However, unlike before, estimating p(Y|X, ✓) is no
trivial task, since the random variables depend on each other. We now dis-
cuss this estimation in detail, since it is a good introduction to the world of
dynamic programming. We will use these techniques extensively Section ??
when dealing with undirected graphical models and what is known as mes-
sage passing.
The joint likelihood of the model in Figure 3.6 can be written as

p(x, y) = p(y1)

"

m�1
Y

i=1

p(yi+1|yi)p(xi|yi)
#

p(xm|ym) (3.25)

If we want to compute the likelihood of x we need too perform a sum over
all values of y. That is, we need to compute

p(x) =
X

y1,...,ym

p(y1)

"

m�1
Y

i=1

p(yi+1|yi)p(xi|yi)
#

p(xm|ym) (3.26)

=
X

y2,...,ym

"

X

y1

p(y1)p(y2|y1)p(x1|y1)
#

| {z }

:=f2(y2)

"

m�1
Y
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p(yi+1|yi)p(xi|yi)
#

p(xm|ym)

=
X

y3,...,ym

"

X

y2

h(y2)p(y3|y2)p(x2|y2)
#

| {z }

:=f3(y3)

"

m�1
Y

i=3

p(yi+1|yi)p(xi|yi)
#

p(xm|ym)
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Clustering and Hidden Markov Models



Applications

• Speech recognition (sound|text)
• Optical character recognition (writing|text)
• Gene finding (DNA sequence|genes)
• Activity recognition (accelerometer|activity)
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Inference

• Summing over y possible via dynamic programming
• Log-likelihood is nonconvex
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Variational Approximation

• Lower bound on log-likelihood

• Key insight - inequality holds for any q
• Find q within subset Q to tighten inequality
• Find parameters to maximize for fixed q

• Inference for graphical models where joint 
probability computation is infeasible

log p(x; �) �
Z

dq(y) log p(x, y; �)�
Z

dq(y) log q(y)



Variational Approximation
3.3 Applications 107
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The problem when performing inference in a HMM is that, just as before
in clustering, the hidden variables yi are unknown. We can use the EM-
algorithm for inference. However, unlike before, estimating p(Y|X, ✓) is no
trivial task, since the random variables depend on each other. We now dis-
cuss this estimation in detail, since it is a good introduction to the world of
dynamic programming. We will use these techniques extensively Section ??
when dealing with undirected graphical models and what is known as mes-
sage passing.
The joint likelihood of the model in Figure 3.6 can be written as
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"

m�1
Y

i=1

p(yi+1|yi)p(xi|yi)
#

p(xm|ym) (3.25)

If we want to compute the likelihood of x we need too perform a sum over
all values of y. That is, we need to compute

p(x) =
X

y1,...,ym

p(y1)

"

m�1
Y

i=1

p(yi+1|yi)p(xi|yi)
#

p(xm|ym) (3.26)

=
X

y2,...,ym

"

X

y1

p(y1)p(y2|y1)p(x1|y1)
#

| {z }

:=f2(y2)

"

m�1
Y

i=2

p(yi+1|yi)p(xi|yi)
#

p(xm|ym)

=
X

y3,...,ym

"

X

y2

h(y2)p(y3|y2)p(x2|y2)
#

| {z }

:=f3(y3)

"

m�1
Y

i=3

p(yi+1|yi)p(xi|yi)
#

p(xm|ym)
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• Compute p(x|y) via dynamic programming
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Variational Method
• Initialize parameters somehow
• Set

Dynamic programming yields chain
• Maximizing the log-likelihod w.r.t. q

q(x) = p(x|y)

log p(x; �) �
Z

dq(y) log p(x, y; �)�
Z

dq(y) log q(y)
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Parameter Estimation

• p(y1)
Since we have                     set p(y1) = q(y1)

• p(xi|yi)
Same as clustering
e.g. for Gaussians

Eq(y1)[log p(y1)]

µy =
1
ny

nX

i=1

qi(y)xi

⌃y =
1
ny

nX

i=1

qi(y)xix
>
i � µyµ

>
y
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respect to the distribution q(y) := p(y|x; ✓). Plugging in (3.25) yields

Ey⇠q [log p(x, y; ✓)] =Ey1⇠q log p(y1; ✓) +
m
X

i=1

Ey
i

⇠q log p(xi|yi; ✓)

+
m�1
X

i=1

Ey
i+1,yi⇠q log p(yi+1|yi; ✓) (3.30)

Note that it is precisely the expectations with respect to yi and with respect
to (yi, yi+1) that we need to compute the expected log-likelihood. Assuming
that we are dealing with a HMM clustering model with Gaussian outputs,
that is yi 2 {1, . . . , k} and xi|yi ⇠ N(µy

i

,�2
y
i

), we obtain update equations
very similar to clustering. In fact, only (??) needs changing. Eq. (??) and
(??) remain unchanged. The di↵erence is that now instead of estimating
p(yi|✓) we have the equations

p(y1; ✓) = q(y1) and p(yi+1 = a|yi = b; ✓) =
1

m� 1

m
X

j=1

q(yj+1 = a|yj = b)

In other words, we pick the transition probabilities p(yi+1|yi) as the aver-
age over the posterior transition probabilities p(yi+1|yi, x). Only the initial
probability p(y1) is treated di↵erently. The probabilities p(xi|yi), also called
emission probabilities, are identical to what is done in a clustering model.
While the above model is deceptively simple — we have a transition

between a given number of states which emit Gaussian random variables,
they form the basis of advanced speech [BM90] and handwriting recognition
[LBBH98] algorithms and they have found widespread applications to bioin-
formatics [DEKM98]. There exist countless variants on the HMM theme. See
e.g. Figure 3.7 for some examples.

3.3.2 Kalman Filter

So far we assumed that the hidden state yi is discrete and that the observa-
tions xi are generated by a mixture of distributions (in our case Gaussians).
Let us now consider the case where yi 2 Rn and xi 2 Rm and moreover
where all distributions are Gaussians. We assume that

y1 ⇠ N(µ1,⌃1) and (3.31a)

yi+1|yi ⇠ N(µy +Ayi,⌃y) and (3.31b)

xi|yi ⇠ N(µx +Byi,⌃x) (3.31c)



Parameter Estimation

• Maximum likelihood estimate for p(y’|y)
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[LBBH98] algorithms and they have found widespread applications to bioin-
formatics [DEKM98]. There exist countless variants on the HMM theme. See
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So far we assumed that the hidden state yi is discrete and that the observa-
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m�1X

i=1

q(yi+1 = a, yi = b) log p(a|b)

hence p(a|b) =
Pm�1

i=1 q(yi+1 = a, yi = b)
Pm�1

i=1 q(yi = b)

effective sample



Smoothed Estimates
• Laplace prior on latent state distribution

• Uniform distribution over states
• Alternatively assume that state remains

p(a|b) =
na|b +

Pm�1
i=1 q(yi+1 = a, yi = b)

nb +
Pm�1

i=1 q(yi = b)

transition 
smoother aggregate

mass
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Sampling
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Sampling
• Key idea

• Want accurate distribution of the posterior
• Sample from posterior distribution rather than 

maximizing it
• Problem - direct sampling is usually intractable
• Solutions

• Markov Chain Monte Carlo (complicated)
• Gibbs Sampling (somewhat simpler)

x ⇠ p(x|x0) and then x

0 ⇠ p(x0|x)



Gibbs sampling
• Gibbs sampling:

• In most cases direct sampling not possible
• Draw one set of variables at a time
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Gibbs sampling
• Gibbs sampling:

• In most cases direct sampling not possible
• Draw one set of variables at a time

0.45 0.05
0.05 0.45

(b,g) - draw p(.,g)
(g,g) - draw p(g,.)
(g,g) - draw p(.,g)
(b,g) - draw p(b,.)
(b,b) ...



Gibbs sampling for clustering



Gibbs sampling for clustering

random
initialization



Gibbs sampling for clustering

sample 
cluster labels
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Gibbs sampling for clustering

resample
cluster labels



Gibbs sampling for clustering

resample
cluster model e.g. Mahout Dirichlet Process Clustering



Inference Algorithm ≠ Model



Inference Algorithm ≠ Model
Corollary: EM ≠ Clustering
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‘Supervised’ Models
ΘClassification

Regression

y y y

w

Θ

yw

x x x xspam filtering
tiering

crawling
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tagging
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• Forward/Backward messages as normal for chain
• When we have more edges for a vertex use

• For each outgoing message, send it once you have 
all other incoming messages

• PRINCIPLED HACK
If no message received yet, set it to 1 altogether 
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Blunting the arrows ...
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Chicken and Egg

p(c, e) / exp (c, e)

encode the correlation 
via the clique potential 

between c and e
we know that 
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Chicken and Egg

we know that 
chicken and egg 
are correlated

either chicken or egg

p(c, e) =

exp (c, e)P
c0,e0 exp (c0, e0

)

= exp [ (c, e)� g( )] where g( ) = log

X

c,e

exp (c, e)
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MySQL Apache

Website

p(w|m, a)p(m)p(a)

Website

m 6?? a|w

MySQL Apache

Website

Site affects 
MySQL

Site affects 
Apache

p(m, w, a) / �(m, w)�(w, a)

Website

m ?? a|w

easier 
“debugging”

easier 
“modeling”
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Cliques

maximal fully connected subgraph



Hammersley Clifford Theorem

p(x) =
Y

c

 c(xc)

If density has full support then it decomposes 
into products of clique potentials



Directed vs. Undirected

• Causal description
• Normalization automatic
• Intuitive
• Requires knowledge of 

dependencies
• Conditional 

independence tricky
(Bayes Ball algorithm)

• Noncausal description 
(correlation only)

• Intuitive
• Easy modeling
• Normalization difficult
• Conditional independence 

easy to read off (graph 
connectivity)
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Dynamic Programming
l1(x1) = 1 and l
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Named Entity Tagging

p(x|y) /
Y

i
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Trees + Ontologies

• Ontology classification (e.g. YDir, DMOZ)

x

y

y

y

y

y

y y

Document

Labels p(y|x) =
Y

i

 (yi, yparent(i), x)



Spin Glasses + Images

x
y

observed pixels
real image

p(x|y) =
Y

ij
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Spin Glasses + Images
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long range interactions



Image Denoising

Li&Huttenlocher, ECCV’08



Semi-Markov Models

• Flexible length of an episode
• Segmentation between episodes

classification

CRF

SMM

phrase segmentation, activity recognition, motion data analysis
Shi, Smola, Altun, Vishwanathan, Li, 2007-2009



2D CRF for Webpages

web page information extraction, segmentation, annotation
Bo, Zhu, Nie, Wen, Hon, 2005-2007



Exponential Families and 
Graphical Models



Exponential Family Reunion

• Density function

• Log partition function generates cumulants

• g is convex (second derivative is p.s.d.)

p(x; �) = exp (h⇥(x), �i � g(�))

where g(�) = log

X

x

0

exp (h⇥(x0
), �i)

@✓g(✓) = E [�(x)]

@

2
✓g(✓) = Var [�(x)]



Log Partition Function
Unconditional model

p(y|�, x) = e⇥⇥(x,y),�⇤�g(�|x)

g(�|x) = log

X

y

e⇥⇥(x,y),�⇤
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Conditional model



• Conditional log-likelihood

• Log-posterior (Gaussian Prior)

• First order optimality conditions

Estimation

log p(y|x; ✓) = h�(x, y), ✓i � g(✓|x)

log p(✓|X,Y ) =

X

i

log(yi|xi; ✓) + log p(✓) + const.

=

*
X

i

�(xi, yi), ✓

+
�

X
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g(✓|xi)�
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2
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i
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i

) =
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i

E
y|xi

[�(x
i

, y)] +
1
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2
✓

prior
maxent
model

expensive



Logistic Regression
• Label space

• Log-partition function

• Convex minimization problem

• Prediction

x

y

�(x, y) = y�(x) where y 2 {±1}

g(✓|x) = log

h
e

1·h�(x),✓i
+ e

�1·h�(x),✓i
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Exponential Clique Decomposition

p(x) =
Y

c

 c(xc)

Theorem: Clique decomposition holds in sufficient statistics
�(x) = (. . . , �c(xc), . . .) and h�(x), ✓i =

X

c

h�c(xc), ✓ci

Corollary: we only need expectations on cliques
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x
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c

)] , . . .)



Conditional Random Fields
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Conditional Random Fields

• Compute distribution over marginal and 
adjacent labels

• Take conditional expectations
• Take update step (batch or online)

• More general techniques for computing 
normalization via message passing ...



Dynamic Programming +
Message Passing



Clique Graph
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Triangulation Examples

• Clique size 
increases

• Separator set 
size increases
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Triangulation Examples

• Clique size 
increases

• Separator set 
size increases
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Message Passing

• Joint Probability

• Computing the normalization

1,5,61,2,3 1,3 1,41,3,4 1,4,5 1,5 1,6 1,6,7

p(x) /  (x1, x2, x3) (x1, x3, x4) (x1, x4, x5) (x1, x5, x6) (x1, x6, x7)

m!(x1, x3) =
X

x2

 (x1, x2, x3)

m!(x1, x4) =
X

x3

m!(x1, x3) (x1, x3, x4)

m!(x1, x5) =
X

x4

m!(x1, x4) (x1, x4, x5)



Message Passing

• Initialize messages with 1
• Guaranteed to converge for (junction) trees
• Works well in practice even for loopy graphs
• Only local computations are required

xs

xc

xs’

xs’’ xc’
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(x
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00)

p(xc) /  c(xc)
Y

c002N(c)

mc00!c(xc\c00)



Message Passing in Practice
• Incoming messages contain aggregate 

uncertainty from neighboring random variables
• Message passing combines and transmits this 

information in both directions
phase 1
ranker

tiering

crawler



Message Passing in Practice
• Incoming messages contain aggregate 

uncertainty from neighboring random variables
• Message passing combines and transmits this 

information in both directions
phase 1
ranker

tiering

crawler

automate



Part 5 - Scalable Topic Models



Topic models



Grouping objects



Grouping objects

Singapore
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Grouping objects

Australia

Singapore

USA



Topic Models
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Clustering & Topic Models
Clustering Topics

?

group objects
by prototypes

decompose objects
into prototypes
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Clustering & Topic Models

x

y

θ

prior

cluster 
probability

cluster 
label

instance x

y

θ

prior

topic 
probability

topic label

instance

clustering Latent Dirichlet Allocation

α α



Clustering & Topic Models

Documentsmembership
Cluster/

topic
distributions

x =

clustering: (0, 1) matrix
topic model: stochastic matrix
LSI: arbitrary matrices



Topics in text

Latent Dirichlet Allocation; Blei, Ng, Jordan, JMLR 2003



Collapsed Gibbs Sampler



Joint Probability Distribution
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Joint Probability Distribution
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Collapsed Sampler
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Sequential Algorithm (Gibbs sampler)

• For 1000 iterations do
• For each document do

• For each word in the document do
• Resample topic for the word
• Update local (document, topic) table
• Update CPU local (word, topic) table
• Update global (word, topic) table



Sequential Algorithm (Gibbs sampler)

this kills parallelism

• For 1000 iterations do
• For each document do

• For each word in the document do
• Resample topic for the word
• Update local (document, topic) table
• Update CPU local (word, topic) table
• Update global (word, topic) table



• For 1000 iterations do
• For each document do

• For each word in the document do
• Resample topic for the word
• Update local (document, topic) table
• Update CPU local (word, topic) table

• Update global (word, topic) table

State of the art
UMass Mallet, UC Irvine, Google
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• For 1000 iterations do
• For each document do

• For each word in the document do
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• Update local (document, topic) table
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Our Approach
• For 1000 iterations do (independently per computer)

• For each thread/core do
• For each document do

• For each word in the document do
• Resample topic for the word
• Update local (document, topic) table
• Generate computer local (word, topic) message

• In parallel update local (word, topic) table
• In parallel update global (word, topic) table
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network 
bound

concurrent
cpu hdd net

• For 1000 iterations do (independently per computer)
• For each thread/core do

• For each document do
• For each word in the document do

• Resample topic for the word
• Update local (document, topic) table
• Generate computer local (word, topic) message

• In parallel update local (word, topic) table
• In parallel update global (word, topic) table



Our Approach
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memory
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concurrent
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• For 1000 iterations do (independently per computer)
• For each thread/core do

• For each document do
• For each word in the document do

• Resample topic for the word
• Update local (document, topic) table
• Generate computer local (word, topic) message

• In parallel update local (word, topic) table
• In parallel update global (word, topic) table



Our Approach

table out 
of sync

network 
bound

memory
inefficient

continuous
sync

concurrent
cpu hdd net

minimal 
view

• For 1000 iterations do (independently per computer)
• For each thread/core do

• For each document do
• For each word in the document do

• Resample topic for the word
• Update local (document, topic) table
• Generate computer local (word, topic) message

• In parallel update local (word, topic) table
• In parallel update global (word, topic) table



Our Approach

table out 
of sync blocking

network 
bound

memory
inefficient

continuous
sync

barrier 
free

concurrent
cpu hdd net

minimal 
view

• For 1000 iterations do (independently per computer)
• For each thread/core do

• For each document do
• For each word in the document do

• Resample topic for the word
• Update local (document, topic) table
• Generate computer local (word, topic) message

• In parallel update local (word, topic) table
• In parallel update global (word, topic) table



Architecture details



Multicore Architecture

• Decouple multithreaded sampling and updating 
(almost) avoids stalling for locks in the sampler

• Joint state table
• much less memory required
• samplers syncronized (10 docs vs. millions delay)

• Hyperparameter update via stochastic gradient descent
• No need to keep documents in memory (streaming)

tokens

topics

file 

combiner

count

updater

diagnostics

& 

optimization

output to

file
topics

sampler
sampler

sampler
sampler

sampler

Intel Threading Building Blocks

joint state table



Cluster Architecture

• Distributed (key,value) storage via memcached
• Background asynchronous synchronization

• single word at a time to avoid deadlocks
• no need to have joint dictionary
• uses disk, network, cpu simultaneously

sampler sampler sampler sampler

iceiceiceice



Cluster Architecture

• Distributed (key,value) storage via ICE
• Background asynchronous synchronization

• single word at a time to avoid deadlocks
• no need to have joint dictionary
• uses disk, network, cpu simultaneously

sampler sampler sampler sampler

iceiceiceice



Making it work
• Startup

• Randomly initialize topics on each node 
(read from disk if already assigned - hotstart)

• Sequential Monte Carlo for startup much faster
• Aggregate changes on the fly

• Failover
• State constantly being written to disk

(worst case we lose 1 iteration out of 1000)
• Restart via standard startup routine

• Achilles heel: need to restart from checkpoint if even 
a single machine dies.



Easily extensible
• Better language model (topical n-grams)

can process millions of users (vs 1000s)
• Conditioning on side information (upstream)

estimate topic based on authorship, source, 
joint user model ...

• Conditioning on dictionaries (downstream)
integrate topics between different languages

• Time dependent sampler for user model
approximate inference per episode



Google 
LDA Mallet Irvine’08 Irvine’09 Yahoo LDA

Multicore no yes yes yes yes

Cluster MPI no MPI point 2 point memcached

State table dictionary
split

separate
sparse separate separate joint

sparse

Schedule synchronous
exact

synchronous
exact

synchronous
exact

asynchronous
approximate

messages

asynchronous
exact



Speed
• 1M documents per day on 1 computer

(1000 topics per doc, 1000 words per doc)
• 350k documents per day per node

(context switches & memcached & stray reducers)
• 8 Million docs (Pubmed)

(sampler does not burn in well - too short doc)
• Irvine: 128 machines, 10 hours
• Yahoo: 1 machine, 11 days 
• Yahoo: 20 machines, 9 hours

• 20 Million docs (Yahoo! News Articles) 
• Yahoo: 100 machines, 12 hours



Scalability
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1 10 20 50 100

200k documents/computer

Runtime (hours) Initial topics per word x10

Likelihood even improves with parallelism!
-3.295 (1 node) -3.288 (10 nodes) -3.287 (20 nodes)

CPUs



The Competition
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Design Principles



Variable Replication
• Global shared variable

• Make local copy
• Distributed (key,value) storage table for global copy
• Do all bookkeeping locally (store old versions)
• Sync local copies asynchronously using message passing 

(no global locks are needed)
• This is an approximation!

x y z x y y’ z

local copysynchronize

computer



Asymmetric Message Passing
• Large global shared state space 

(essentially as large as the memory in computer)
• Distribute global copy over several machines

(distributed key,value storage)

old copy current copy

global state



Out of core storage
• Very large state space

• Gibbs sampling requires us to traverse the data sequentially many 
times (think 1000x)

• Stream local data from disk and update coupling variable each 
time local data is accessed

• This is exact

x y z

tokens

topics

file 

combiner

count

updater

diagnostics

& 

optimization

output to

file
topics

sampler
sampler

sampler
sampler

sampler



Part 6 - Advanced Modeling



Advances in Representation



• Prior over document topic vector
• Usually as Dirichlet distribution
• Use correlation between topics (CTM)
• Hierarchical structure over topics

• Document structure
• Bag of words
• n-grams (Li & McCallum)
• Simplical Mixture (Girolami & Kaban)

• Side information
• Upstream conditioning (Mimno & McCallum)
• Downstream conditioning (Petterson et al.)
• Supervised LDA (Blei and McAulliffe 2007; Lacoste, 

Sha and Jordan 2008; Zhu, Ahmed and Xing 2009)

x

y

θ

α

Extensions to topic models



• Dirichlet distribution
• Can only model which topics are hot
• Does not model relationships between topics

• Key idea
•We expect to see documents about sports and 
health  but not about sports and politics
• Uses a logistic normal distribution as a prior

• Conjugacy is no longer maintained
• Inference is harder than in LDA 

Blei & Lafferty 2005; Ahmed & Xing 2007

Correlated topic models



• Dirichlet distribution
• Can only model which topics are hot
• Does not model relationships between topics

• Key idea
•We expect to see documents about sports and 
health  but not about sports and politics
• Uses a logistic normal distribution as a prior

• Conjugacy is no longer maintained
• Inference is harder than in LDA 

Blei & Lafferty 2005; Ahmed & Xing 2007

Correlated topic models



Dirichlet prior on topics



Log-normal prior on topics

⇥ = e��g(�) with � � N (µ,�)with



Blei and Lafferty 2005

Correlated topics



Correlated topics



• Model the prior as a Directed Acyclic Graph
• Each document is modeled as multiple paths
• To sample a word, first select a path and then 

sample a word from the final topic
• The topics reside on the leaves of the tree

Li and McCallum 2006

Pachinko Allocation



Li and McCallum 2006

Pachinko Allocation



• Topics can appear anywhere in the tree
• Each document is modeled as
• Single path over the tree (Blei et al., 2004)
•Multiple paths over the tree (Mimno et al.,2007)

Topic Hierarchies



Blei et al. 2004

Topic Hierarchies



• Documents as bag of words
• Exploit sequential structure
• N-gram models
• Capture longer phrases
• Switch variables to 
determine segments
• Dynamic programming 
needed

x

y

θ

α

Topical n-grams

y

x x

Girolami & Kaban, 2003; Wallach, 2006; Wang & McCallum, 2007



Topic n-grams



Side information
• Upstream conditioning (Mimno et al., 2008)

• Document features are informative for topics
• Estimate topic distribution e.g. based on authors, links, 

timestamp
• Downstream conditioning (Petterson et al., 2010)

• Word features are informative on topics
• Estimate topic distribution for words e.g. based on dictionary, 

lexical similarity, distributional similarity
• Class labels (Blei and McAulliffe 2007; Lacoste, Sha and Jordan 

2008; Zhu, Ahmed and Xing 2009)
• Joint model of unlabeled data and labels
• Joint likelihood - semisupervised learning done right!



Downstream conditioning
Europarl corpus 

without alignment



Recommender Systems

Agarwal & Chen, 2010



Chinese Restaurant Process

φ2φ1 φ3



Problem
• How many clusters should we pick?
• How about a prior for infinitely many clusters?
• Finite model

• Infinite model
Assume that the total smoother weight is constant

p(y|Y,�) = n(y) + �y

n+
P

y0 �y0

p(y|Y,�) = n(y)

n+
P

y0 �y0
and p(new|Y,�) = �

n+ �
and new



Chinese Restaurant Metaphor

-‐For	  data	  point	  xi	  
-‐	  Choose	  table	  j	  ∝	  mj	  	  	  	  and	  	  Sample	  xi	  ~	  f(φj)
-‐	  Choose	  a	  new	  table	  	  K+1	  ∝	  α	  

-‐	  Sample	  φK+1	  ~	  G0	  	  	  and	  Sample	  xi	  ~	  f(φK+1)

Genera=ve	  Process

φ2φ1 φ3

the rich get richer

Pitman; Antoniak; Ishwaran; Jordan et al.; Teh et al.;



Evolutionary Clustering

• Time series of objects, e.g. news stories
• Stories appear / disappear
• Want to keep track of clusters automatically



Recurrent Chinese Restaurant Process

φ2,1φ1,1 φ3,1
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φ2,1φ1,1 φ3,1

Recurrent Chinese Restaurant Process

φ2,1φ1,1 φ3,1

T=1

T=2
m'1,1=2 m'2,1=3 m'3,1=1

Sample	  φ1,2	  ~	  P(.| φ1,1)
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Recurrent Chinese Restaurant Process

φ2,1φ1,1 φ3,1

T=1

T=2
φ4,2

m'1,1=2 m'2,1=3 m'3,1=1

φ2,2φ1,2 φ3,1

dead cluster new cluster



Longer History

φ2,1φ1,1 φ3,1

T=1

T=2

φ2,2φ1,2 φ3,1

m'1,1=2 m'2,1=3 m'3,1=1

φ4,2

T=3φ2,2φ1,2 φ4,2

m'2,3



TDPM Generative Power
W= ∞
λ = ∞

DPM

W=4
λ = .4

TDPM

W= 0
λ = ? (any)

Independent 
DPMs

37

power law



User modeling

0 10 20 30 400

0.1

0.2

0.3

Pr
op

ot
io

n

Day
 

 

Baseball

Finance

Jobs

Dating



Buying a camera

time



Buying a camera

time



Buying a camera

show ads now
time



Buying a camera

show ads now too late
time
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Flight
London
Hotel
weather

School
Supplies
Loan
college

Travel

College
finance

Input

• Queries	  issued	  by	  the	  user	  or	  Tags	  of	  watched	  content
• Snippet	  of	  page	  examined	  by	  user
• Time	  stamp	  of	  each	  acEon	  (day	  resoluEon)

Output

•	  	  Users’	  daily	  distribuEon	  over	  intents
•	  	  Dynamic	  intent	  representaEon

User modeling



Time dependent models

• LDA for topical model of users where
• User interest distribution changes over time
• Topics change over time

• This is like a Kalman filter except that
• Don’t know what to track (a priori)
• Can’t afford a Rauch-Tung-Striebel smoother
• Much more messy than plain LDA



Graphical Model
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Food	  Chicken
Pizza	  	  mileage

Car	  speed	  offer
Camry	  accord	  career

At	  )me	  t At	  )me	  t+1

•	  For	  each	  user	  interac=on
•	  Choose	  an	  intent	  from	  local	  distribu=on
• Sample	  word	  from	  the	  topic’s	  word-‐distribu=on	  

•Choose	  a	  new	  intent	  	  ∝	  α	  
• Sample	  a	  new	  intent	  from	  the	  global	  distribu=on
•	  Sample	  word	  from	  the	  new	  topic	  word-‐distribu=on	  

Genera=ve	  Process
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User	  1
process

User	  2
process

User	  3
process

Global
process

m
m'

n
n'



Sample users

0 10 20 30 400

0.1

0.2

0.3

Pr
op

ot
io

n
Day

 

 

Baseball

Finance

Jobs

Dating

0 10 20 30 400

0.1

0.2

0.3

0.4

0.5

Pr
op

ot
io

n

Day
 

 

Baseball

Dating

Celebrity

Health

Snooki
Tom 

Cruise
Katie

Holmes 
Pinkett
Kudrow

Hollywood

League 
baseball 

basketball, 
doublehead

Bergesen
Griffey
bullpen 
Greinke

skin
body 

fingers 
cells 
toes 

wrinkle 
layers

women 
men

dating 
singles 

personals 
seeking 
match

Dating Baseball Celebrity Health

job 
career

business
assistant

hiring
part-time

receptionist

financial 
Thomson 

chart 
real 

Stock
Trading

currency

Jobs Finance



Sample users

0 10 20 30 400

0.1

0.2

0.3

Pr
op

ot
io

n
Day

 

 

Baseball

Finance

Jobs

Dating

0 10 20 30 400

0.1

0.2

0.3

0.4

0.5

Pr
op

ot
io

n

Day
 

 

Baseball

Dating

Celebrity

Health

Snooki
Tom 

Cruise
Katie

Holmes 
Pinkett
Kudrow

Hollywood

League 
baseball 

basketball, 
doublehead

Bergesen
Griffey
bullpen 
Greinke

skin
body 

fingers 
cells 
toes 

wrinkle 
layers

women 
men

dating 
singles 

personals 
seeking 
match

Dating Baseball Celebrity Health

job 
career

business
assistant

hiring
part-time

receptionist

financial 
Thomson 

chart 
real 

Stock
Trading

currency

Jobs Finance



Datasets
Data
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LDA for user profiling
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News Stream
• Over 1 high quality news article per second 
• Multiple sources (Reuters, AP, CNN, ...)
• Same story from multiple sources
• Stories are related

• Goals
• Aggregate articles into a storyline
• Analyze the storyline (topics, entities)



Clustering / RCRP
• Assume active story 

distribution at time t
• Draw story indicator
• Draw words from story 

distribution 
• Down-weight story counts for 

next day

Ahmed & Xing, 2008



Clustering / RCRP
• Pro

• Nonparametric model of story generation
(no need to model frequency of stories)

• No fixed number of stories
• Efficient inference via collapsed sampler

• Con
• We learn nothing!
• No content analysis



Latent Dirichlet Allocation

• Generate topic distribution 
per article

• Draw topics per word from 
topic distribution

• Draw words from topic specific 
word distribution

Blei, Ng, Jordan, 2003



Latent Dirichlet Allocation

• Pro
• Topical analysis of stories
• Topical analysis of words (meaning, saliency)
• More documents improve estimates

• Con
• No clustering



• Named entities are special, topics less
(e.g. Tiger Woods and his mistresses)

• Some stories are strange
(topical mixture is not enough - dirty models)

• Articles deviate from general story
(Hierarchical DP)

More Issues
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Storylines Model
• Topic model
• Topics per cluster
• RCRP for cluster
• Hierarchical DP for 

article
• Separate model for 

named entities
• Story specific 

correction
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Dynamic Cluster-Topic Hybrid

UEFA-soccer 

Champions*
Goal*
Coach*
Striker*
Midfield*
penalty*

Juventus**
AC*Milan**
Lazio*
Ronaldo*
Lyon****

Tax-Bill 

Tax*
Billion*
Cut*
Plan*
Budget*
Economy*

Bush*
Senate*
Fleischer*
White*House*
Republican*

Border-Tension 

Nuclear*
Border*
Dialogue*
DiplomaJc*
militant*
Insurgency*
missile*

Pakistan*
India*
Kashmir*
New*Delhi*
Islamabad*
Musharraf*
Vajpayee*

Sports
games
Won
Team
Final
Season
League
held

Poli)cs
Government
Minister

AuthoriEes
OpposiEon
Officials
Leaders
group

Accidents
Police
A\ack
run
man
group

arrested
move

γ!



Dynamic Cluster-Topic Hybrid

UEFA-soccer 

Champions*
Goal*
Coach*
Striker*
Midfield*
penalty*

Juventus**
AC*Milan**
Lazio*
Ronaldo*
Lyon****

Tax-Bill 

Tax*
Billion*
Cut*
Plan*
Budget*
Economy*

Bush*
Senate*
Fleischer*
White*House*
Republican*

Border-Tension 

Nuclear*
Border*
Dialogue*
DiplomaJc*
militant*
Insurgency*
missile*

Pakistan*
India*
Kashmir*
New*Delhi*
Islamabad*
Musharraf*
Vajpayee*

Sports
games
Won
Team
Final
Season
League
held

Poli)cs
Government
Minister

AuthoriEes
OpposiEon
Officials
Leaders
group

Accidents
Police
A\ack
run
man
group

arrested
move

γ!



Dynamic Cluster-Topic Hybrid

UEFA-soccer 

Champions*
Goal*
Coach*
Striker*
Midfield*
penalty*

Juventus**
AC*Milan**
Lazio*
Ronaldo*
Lyon****

Tax-Bill 

Tax*
Billion*
Cut*
Plan*
Budget*
Economy*

Bush*
Senate*
Fleischer*
White*House*
Republican*

Border-Tension 

Nuclear*
Border*
Dialogue*
DiplomaJc*
militant*
Insurgency*
missile*

Pakistan*
India*
Kashmir*
New*Delhi*
Islamabad*
Musharraf*
Vajpayee*

Sports
games
Won
Team
Final
Season
League
held

Poli)cs
Government
Minister

AuthoriEes
OpposiEon
Officials
Leaders
group

Accidents
Police
A\ack
run
man
group

arrested
move

γ!



Inference

• We receive articles as a stream
Want topics & stories now

• Variational inference infeasible
(RCRP, sparse to dense, vocabulary size)

• We have a ‘tracking problem’
• Sequential Monte Carlo
• Use sampled variables of surviving particle
• Use ideas from Cannini et al. 2009



• Proposal distribution - draw stories s, topics z 

using Gibbs Sampling for each particle
• Reweight particle via

• Resample particles if l2 norm too large
(resample some assignments for diversity, too)

• Compare to multiplicative updates algorithm
In our case predictive likelihood yields weights

Particle Filter

p(xt+1|x1...t, s1...t, z1...t)

p(st+1, zt+1|x1...t+1, s1...t, z1...t)

past state

new data



Particle Filter

•s	  and	  z	  are	  =ghtly	  coupled
•Alterna=ve	  to	  MCMC

•Sample	  s	  then	  sample	  z	  (high	  variance)
•Sample	  z	  then	  sample	  s	  (doesn’t	  make	  sense)

•Idea	  (following	  a	  similar	  trick	  by	  Jain	  and	  Neal)
•Run	  a	  few	  itera=ons	  of	  MCMC	  over	  s	  and	  z
•Take	  last	  sample	  as	  the	  proposed	  value



Particle Filter
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games:$1$
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games:$0$
season:$2$

Collapse.long'branches'

Root$

games:$1$
officials:$3$
league:$4$

2,1$

3

league:$5$
games:$3$
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season:$2$
league:$5$
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games:$1$
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games:$3$
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Root$

games:$1$
officials:$3$
league:$4$

3

minister:$7$

games:$3$
season:$2$
league:$5$

1 2

(empty)$ (empty)$



Inheritance Tree
Filter'threads'update'par-cles'

Root$

1

games:$1$
officials:$3$
league:$4$

2

3

(empty)$ league:$5$

minister:$1$

games:$0$
season:$2$
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(ready'for'threads)'

Root$

1

games:$1$
officials:$3$
league:$4$

2

3

(empty)$ league:$5$
games:$3$

minister:$7$

games:$0$
season:$2$

0 = get(1,’games’) set(2,’games’,3) 

set(3,’minister’,7) 
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Root$

games:$1$
officials:$3$
league:$4$
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3
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games:$3$

minister:$7$

2,1$games:$3$
season:$2$
league:$5$

maintain_prune() maintain_collapse() 

Create'new.leaves'
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games:$1$
officials:$3$
league:$4$

3

minister:$7$

games:$3$
season:$2$
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1 2
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Extended Inheritance Tree

Root

1

India: [(I-P tension,3),(Tax bills,1)]
Pakistan: [(I-P tension,2),(Tax bills,1)]
Congress: [(I-P tension,1),(Tax bills,1)]

2

3

(empty) Congress: [(I-P tension,0),(Tax bills,2)]

Bush: [(I-P tension,1),(Tax bills,2)]
India: [(Tax bills,0)]

India: [(I-P tension,2)]
US: [(I-P tension,1),[Tax bills,1)]

Extended Inheritance Tree

[(I-P tension,2),(Tax bills,1)] = get_list(1,’India’)

set_entry(3,’India’,’Tax  bills’,0)

Note:  “I-P  tension”  is  short  for  “India-Pakistan  tension”

write only in 
the leaves

(per thread)



Results



Ablation studies
• TDT5 (Topic Detection and Tracking)

macro-averaged minimum detection cost: 0.714

• Removing features

time entities topics story words

0.84 0.90 0.86 0.75



Comparison

Hashing & 
correlation clustering



Time-Accuracy trade off



Stories
Sports

games
won
team
final

season
league
held

Politics

government
minister

authorities
opposition
officials
leaders
group

Unrest

police
attack
run
man
group

arrested
move

India-Pakistan tension

nuclear
border
dialogue
diplomatic
militant
insurgency
missile

Pakistan
India
Kashmir
New Delhi
Islamabad
Musharraf
Vajpayee

UEFA-soccer

champions
goal
leg
coach
striker
midfield
penalty

Juventus
AC Milan
Real Madrid
Milan
Lazio
Ronaldo
Lyon   

Tax bills

tax
billion
cut
plan
budget
economy
lawmakers

Bush
Senate
US
Congress
Fleischer
White House
Republican

T
O

P
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S
S
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O

R
Y
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E
S



India-Pakistan tension

nuclear

border
dialogue
diplomatic
militant
insurgency
missile

Pakistan
India
Kashmir
New Delhi
Islamabad
Musharraf
Vajpayee

Middle-east conflict

Peace
Roadmap
Suicide
Violence
Settlements
bombing

Israel  
Palestinian
West bank
Sharon
Hamas
Arafat

North Korea nuclear

nuclear

summit
warning
policy
missile
program

North Korea
South Korea
U.S
Bush
Pyongyang

“Show similar 
stories by topic”

“Show similar 
stories, require the 

word nuclear”

Related Stories



Detecting Ideologies

Ahmed and Xing, 2010



Problem	  Statement

Build	  a	  model	  to	  describe	  both	  
collec=ons	  of	  data

VisualizaEon
•	  How	  does	  each	  ideology	  view	  mainstream	  events?
•	  On	  which	  topics	  do	  they	  differ?
•	  On	  which	  topics	  do	  they	  agree?

Ideologies



Problem	  Statement

Build	  a	  model	  to	  describe	  both	  
collec=ons	  of	  data

VisualizaEon

Ideologies

ClassificaEon

•Given	  a	  new	  news	  arEcle	  	  or	  a	  blog	  post,	  the	  system	  should	  infer
•	  From	  which	  side	  it	  was	  wri\en
•	  	  JusEfy	  its	  answer	  on	  a	  topical	  level	  (view	  on	  abor=on,	  taxes,	  health	  care)



Problem	  Statement

Build	  a	  model	  to	  describe	  both	  
collec=ons	  of	  data

VisualizaEon

Ideologies

ClassificaEon

Structured	  browsing

•Given	  a	  new	  news	  arEcle	  	  or	  a	  blog	  post,	  the	  user	  can	  ask	  for	  :
•Examples	  of	  other	  arEcles	  from	  the	  same	  ideology	  about	  the	  same	  topic
•Documents	  that	  could	  exemplify	  alterna)ve	  views	  from	  other	  ideologies
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Ideology	  2
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Building a factored model



Building a factored model
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Ω1 Ω2

β1

β2

βk-‐1

βk

φ1,1

φ1,2

φ1,k

φ2,1

φ2,2

φ2,k

Ideology	  1
Views

Ideology	  2
Views

Topics

λ

1−λ

λ

1−λ

Building a factored model



Datasets

• BiCerlemons:	  

• Middle-‐east	  conflict,	  document	  wri\en	  by	  Israeli	  and	  PalesEnian	  authors.

• 	  ~300	  documents	  form	  each	  view	  with	  average	  length	  740

• 	  MulE	  author	  collecEon

• 	  80-‐20	  split	  for	  test	  and	  train

• Poli)cal	  Blog-‐1:

• 	  American	  poliEcal	  blogs	  (Democrat	  and	  Republican)

• 	  2040	  posts	  with	  average	  post	  length	  =	  100	  words
• 	  Follow	  test	  and	  train	  split	  as	  in	  (Yano	  et	  al.,	  2009)

• Poli)cal	  Blog-‐2	  	  (test	  generalizaEon	  to	  a	  new	  wriEng	  style)

• 	  Same	  as	  1	  but	  6	  blogs,	  3	  from	  each	  side

• 	  	  ~14k	  posts	  with	  ~200	  words	  per	  post
• 	  4	  blogs	  for	  training	  and	  2	  blogs	  for	  test

Data



Example:	  Bi\erlemons	  corpus

palestinian 
israeli
peace

year political 
process 

state 
end 
right 

government 
need conflict

 way
security

palestinian 
israeli
Peace
political 

occupation 
process

 end security 
conflict 

way 
government 

people
 time year

 force 
negotiation

bush US president american 
sharon administration prime 
pressure policy washington

powell minister colin visit 
internal policy statement 

express pro previous 
package work transfer 

european

arafat state leader roadmap 
election month iraq yasir 

senior involvement clinton 
terrorism

US	  	  role

PalesEnian
View

Israeli
View

roadmap phase security 
ceasefire state plan 

international step authority

end settlement 
implementation obligation 

stop expansion commitment 
fulfill unit illegal present 

previous assassination meet 
forward

process force terrorism unit 
provide confidence element 

interim discussion union 
succee point build positive 

recognize present timetable

Roadmap	  process

syria syrian negotiate lebanon 
deal conference concession 

asad agreement regional 
october initiative relationship

track negotiation official 
leadership position 

withdrawal time victory 
present second stand 

circumstance represent 
sense talk strategy issue 

participant parti negotiator

peace strategic plo hizballah 
islamic neighbor territorial 
radical iran relation think 
obviou countri mandate 

greater conventional intifada 
affect jihad time

Arab	  Involvement

Bitterlemons dataset



ClassificaEonClassification accuracy



GeneralizaEon	  to	  New	  BlogsGeneralization to new blogs



Geong	  AlternaEve	  View

-‐ Given	  a	  document	  wri\en	  in	  one	  ideology,	  retrieve	  the	  equivalent
-‐ Baseline:	  SVM	  +	  cosine	  similarity

144

Finding alternate views



Can	  We	  use	  Unlabeled	  data?Unlabeled data



Can	  We	  use	  Unlabeled	  data?

•	  In	  theory	  this	  is	  simple
•Add	  a	  step	  that	  samples	  the	  document	  view	  (v)
•Doesn’t	  mix	  in	  pracEce	  because	  Eght	  coupling	  between	  v	  and	  (x1,x2,z)

Unlabeled data
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Can	  We	  use	  Unlabeled	  data?

•	  In	  theory	  this	  is	  simple
•Add	  a	  step	  that	  samples	  the	  document	  view	  (v)
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•SoluEon
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Can	  We	  use	  Unlabeled	  data?

•	  In	  theory	  this	  is	  simple
•Add	  a	  step	  that	  samples	  the	  document	  view	  (v)
•Doesn’t	  mix	  in	  pracEce	  because	  Eght	  coupling	  between	  v	  and	  (x1,x2,z)

•SoluEon
•Sample	  	  v	  and	  (x1,x2,z)	  	  as	  a	  block	  	  using	  a	  Metropolis-‐HasEng	  step
•	  This	  is	  a	  huge	  proposal!

Unlabeled data


