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Abstract. Bayesian methods allow for a simple and intuitive represen-
tation of the function spaces used by kernel methods. This chapter de-
scribes the basic principles of Gaussian Processes, their implementation
and their connection to other kernel-based Bayesian estimation methods,
such as the Relevance Vector Machine.

1 Introduction

The Bayesian approach allows for an intuitive incorporation of prior knowledge
into the process of estimation. Moreover, it is possible, within the Bayesian
framework, to obtain estimates of the confidence and reliability of the estimation
process itself. These estimates are typically relatively easy to compute.

Surprisingly enough, as we shall see, the Bayesian approach leads to algo-
rithms much akin to those developed within the framework of risk minimization.
This allows us to provide new insight into kernel algorithms such as SV clas-
sification and regression. In addition, these similarities help us design Bayesian
counterparts for risk minimization algorithms (such as Laplacian Processes (Sec-
tion 5)), or vice versa (Section 6). In other words, we can tap into the knowledge
from both worlds and combine it to create better algorithms.

We begin in Section 2 with an overview of the basic assumptions underlying
Bayesian estimation. We explain the notion of prior distributions, which encode
our prior belief concerning the likelihood of obtaining a certain estimate, and
the concept of the posterior probability, which quantifies how plausible func-
tions appear after we observe some data. Furthermore we show how inference is
performed, and how certain numerical problems that arise can be alleviated by
various types of Maximum-a-Posteriori (MAP) estimation.

Once the basic tools are introduced, we analyze the specific properties of
Bayesian estimators for three different types of prior probabilities: Gaussian
Processes (Section 3 describes the theory and Section 4 the implementation),
which rely on the assumption that adjacent coefficients are correlated, Laplacian
Processes (Section 5), which assume that estimates can be expanded into a sparse
linear combination of kernel functions, and therefore favor such hypotheses, and
Relevance Vector Machines (Section 6), which assume that the contribution of
each kernel function is governed by a normal distribution with its own variance.
� The present article is based on [62].
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Readers interested in a quick overview of the principles underlying Bayesian
statistics will find the introduction sufficient. We recommend that the reader
focus first on Sections 2 and 3. The subsequent sections are ordered in increas-
ing technical difficulty, and decreasing bearing on the core issues of Bayesian
estimation with kernels.

2 Bayesics

The central characteristic of Bayesian estimation is that we assume certain prior
knowledge or beliefs about the data generating process, and the dependencies
we might encounter. It is a natural extension of the maximum likelihood frame-
work (loosely speaking the prior knowledge behaves exactly in the same way
as additional data that we might have observed prior to the actual estimation
problem).

Unless stated otherwise, we observe an m-sample X := {x1, . . . , xm} and
Y := {y1, . . . , ym}, based on which we will carry out inference, typically on a set
of observations X ′ := {x′

1, . . . , x′
m′}. For notational convenience we sometimes

use Z := {(x1, y1), . . . , (xm, ym)} instead of X, Y . We begin with an overview
over the fundamental ideas (see also [3, 40, 46, 63, 56, 62] for more details).1

2.1 Maximum Likelihood and Bayes Rule

Assume that we are given a set of observations Y which are drawn from a
probability distribution pθ(Y ). It then follows that for a given value of θ we can
assess how likely it is to observe Y . Conversely, given the observations Y , we can
try to find a value of θ for which Y was a particularly likely observation.

For instance, if we know that Y is composed of several observations of a scalar
random variable drawn from a normal distribution with mean µ and variance σ,
that is θ = (µ, σ), we could try to infer µ and σ from Y or vice versa, assess how
likely it is that Y came from such a normal distribution.

The process of determining θ from data by maximizing pθ(Y ) is referred to
as maximum likelihood estimation. We obtain

θML(Y ) := argmax
θ

pθ(Y ). (1)

Note that we deliberately write pθ(Y ) instead of the conditional probability
distribution p(Y |θ), since the latter implies that also θ is a random variable with
a certain probability distribution p(θ), an additional assumption we may not
want to make. Note that pθ(Y ), viewed as a function of θ, is often referred to as
the likelihood of Y , given θ.

1 For the sake of simplicity we will gloss over details such as σ-algebras. With some
abuse of notation, p(x) will correspond to either a density or a probability measure,
depending on the context.
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If, however, such a p(θ) exists, we can use the definition of conditional dis-
tributions

p(Y, θ) = p(Y |θ)p(θ) = p(θ|Y )p(Y ) (2)

and obtain Bayes’ rule

p(θ|Y ) =
p(Y |θ)p(θ)

p(Y )
∝ p(Y |θ)p(θ). (3)

This means that as soon as we assume that θ itself is a random variable with
p(θ), we can infer how likely it is to observe a certain value of θ, given Y . In
this way, θ is transformed from the parameter of a density to a random variable,
which allows us to make statements about the likely value of θ in the presence
of data.

Typically p(θ|Y ) is referred to as the posterior distribution, whereas p(θ) is
known as the prior, and p(Y |θ) is called the evidence: with a given prior, based
on our prior knowledge about θ and using the evidence of the observations Y we
can come to a posterior assessment p(θ|Y ) on the probability of having observed
a certain value of θ.

Finally, the mode of p(θ|Y ) is used in maximum a posteriori (MAP) estima-
tion to find a good estimate for θ via

θMAP(Y ) := argmax
θ

p(Y |θ)p(θ). (4)

Note that the use of θMAP(Y ) is typically preferred to θML(Y ), since we can
avoid “unreasonable” values of θ by making suitable prior assumptions on θ,
such as its range.

2.2 Examples of Maximum Likelihood Estimation

In the following, we will be introducing various models of pθ(y), which will
become useful in regression and classification problems at a later stage in this
chapter. We begin with the (simplifying) assumption that Y is obtained iid
(identically independently distributed) from pθ(y), that is

pθ(Y ) =
m∏

i=1

pθ(yi). (5)

and that furthermore pθ(y) = p(y−θ), where p is a distribution with zero mean.
In other words, we begin by studying the “estimation of a location parameter
problem”. Depending on the properties of p(y−θ) we will obtain various solutions
for pML(Y ).

For the practical purpose of finding θML(Y ) under the assumption (5) it is
advantageous to rewrite (1) as

θML(Y ) = argmin
θ

m∑

i=1

− log p(yi − θ). (6)
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This reduces the problem of maximizing a joint function of all yi to minimizing
the average of terms, each of which is dependent only on one of the instances yi.
The term − log p(y − θ), considered as a function of θ is often referred to as the
negative log-likelihood.

Normal Distribution: we assume that we have a normal distribution with
fixed variance σ > 0 and zero mean, that is

p(ξ) =
1√
2πσ

exp
(
− 1

2σ2 ξ2
)

(7)

and consequently − log p(y − θ) = 1
2σ2 (y − θ)2 + c, where c is a constant

independent of y and θ. This means that θMP(Y ) satisfies

θMP(Y ) = argmin
θ

m∑

i=1

1
2σ2 (yi − θ)2. (8)

Taking derivatives, simple algebra shows that in this case

θMP(Y ) =
1
m

m∑

i=1

yi. (9)

In other words, θMP(Y ) for the normal distribution leads to the mean of
random variables to estimate the location parameter.

Laplacian Distribution: again this distribution has zero mean, yet much
longer tails than the normal distribution. It satisfies

p(ξ) =
1
2λ

exp
(
− 1

λ
|ξ|

)
(10)

and consequently − log p(y − θ) = 1
λ |y − θ| + c, where c is a constant inde-

pendent of y and θ. This means that θMP(Y ) satisfies

θMP(Y ) = argmin
θ

m∑

i=1

1
2λ
|yi − θ|. (11)

Taking derivatives, we can see that for the minimizer θMP as many terms
must satisfy yi > θ as there are terms with yi < θ. Consequently, the median
of Y is the solution for θMP.
Clearly the median is a much more robust way of estimating the expected
value of a distribution:2 if we corrupt Y with some additional data not
taken from the true distribution we will obtain a good estimate nonetheless,
regardless of the (possibly large) numerical value of the corrupted additional
observations. This is the case since we excluded the extreme values in Y on
both ends.

2 We assume that all distributions we are dealing with are symmetric and have zero
mean, hence mean and median coincide.
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Robust Estimation: Using only the median of Y for estimation of θ appears
to be too drastic, especially if we have reason to believe that not all the data
is corrupted. Instead, Huber [29] formalized the notion of using a trimmed
mean, where one only discards a certain fraction of extreme values and takes
the mean of the rest. For this purpose the following density was introduced:

p(ξ) ∝
{

exp(− ξ2

2σ ) if |ξ| ≤ σ
exp(σ

2 − |ξ|) otherwise
(12)

One can show that θML(Y ) is given by the mean of the fraction of obser-
vations that lie within an interval of ±σ around θML(Y ) and where equal
amounts of observations yi exceed θML(Y ) by more than σ from above and
below.

ε-insensitive Density: For computational convenience Vapnik [75] introduced
another variant of density model, based on the ε-insensitive loss function.
It is essentially a Laplacian distribution, where in a neighborhood of size
ε around its mean all data is equally probable. We can formalize this as
follows:

p(ξ) =
1

2(1 + ε)
exp(−|ξ|ε) where |ξ|ε := max(0, |ξ| − ε). (13)

Estimators of θML(Y ) have similar properties to the ones in the previous
paragraph, with the difference that one takes the mean of the two extreme
values in the ε-neighborhood of the expectation rather than the mean over
the whole set. The advantage of this somewhat peculiar estimator is that
optimization problems arising from it have a lower number of active con-
straints. This was exploited in Support Vector regression [75, 76].

Besides estimating the mean of a real-valued random variable y we may also have
to deal with discrete valued ones. For simplicity we consider only binary y, that
is y ∈ {±1}. In this case it is most useful to estimate the probability p(y = 1)
(and p(y = −1) = 1 − p(y = 1)).3 While we could do this directly, it pays to
consider a few indirect strategies for finding such an estimate. The reason is that
at a later stage we will use this indirect parameterization to estimate p(y = 1)
as a function of some additional parameter x (in which case we will call y the
label and x the pattern), a process which is greatly simplified by an indirect
parameterization.

Typically we will study probabilities parameterized by pθ(y) = p(θy), where
p may take on various functional forms. Often in classification, when θ is location
dependent, the values θ(x)y are referred to as the margin at location x.

Logistic Transfer Function: this is given by

pθ(y) :=
exp(θy)

1 + exp(θy)
. (14)

3 As in the real-valued case, we develop the reasoning for p(y) rather than p(y|x) and
will introduce the conditioning part later in Section 3.
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Fig. 1. Densities and corresponding negative log density. Upper left: Gaussian, upper
right: Laplacian, lower left: Huber’s robust, lower right: ε-insensitive.

In other words, p(y = 1) = eθ

1+eθ and p(y = −1) = e−θ

1+e−θ . Note that logistic
regression with (14) is equivalent to obtaining θ via

θ = ln
p(y = 1)

p(y = −1)
. (15)

Quite often the logarithm of the ratio between the two class probabilities is
also referred to as the log odds ratio.

Probit: we might also assume that y is given by the sign of θ, but corrupted
by Gaussian noise (see for instance [49, 50, 63]); thus, y = sgn (θ + ξ) where
ξ ∼ N(0, 1). In this case, we have

pθ(y) =
∫

sgn (θ + ξ) + 1
2

p(ξ)dξ (16)

=
1√
2π

∫ ∞

−θ

exp
(
−1

2
ξ2
)

dξ = Φ (θ) . (17)
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Fig. 2. Conditional probabilities and corresponding negative log-probability. Left: lo-
gistic regression; Right: Probit.

Here Φ is the distribution function of the normal distribution.

Note the correspondence between the asymptotic behaviors of the logistic
and the probit model on the one hand, and the linear and quadratic soft margin
loss functions (1 − θy)+ and (1 − θy)2+. This also explains why the linear soft
margin loss is a good proxy to logistic regression and the quadratic soft margin
to the probit model. Furthermore, it indicates, that should one use the linear
soft margin as a cheap proxy for optimization purposes, the logistic is a more
adequate model to fit the densities subsequently [51], whereas, for the quadratic
soft margin the probit model is to be preferred.

2.3 Inference

Besides the problem of finding suitable estimates of θ for pθ(Y ), which can be
used to understand the way observations Y were generated from some under-
lying distribution, we may also simply want to infer new values Y ′, given some
observations Y . For this purpose we need to compute p(Y ′|Y ). The factorization
of conditional probabilities leads to

p(Y ′|Y ) =
p(Y ′, Y )

p(Y )
∝ p(Y ′, Y ). (18)

This means that as soon as we can compute the joint probability distribution
function of Y, Y ′ we are able to predict Y ′, given Y . The normalization term
p(Y ) is not always needed — for instance, the mode of p(Y ′|Y ) is independent
of the scale.

Example 1 (Inference with Normal Distributions). Assume that (Y, Y ′) is jointly

normal with covariance matrix Σ =
[

ΣY Y ΣY Y ′

ΣY ′Y ΣY ′Y ′

]
and mean µ =

[
µY

µY ′

]
,
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then p(Y ′|Y ) is drawn from a normal distribution with covariance Σcond =
ΣY ′Y ′ −ΣY ′Y Σ−1

Y Y ΣY Y ′ and mean µcond = µY ′ + ΣY ′Y Σ−1
Y Y (Y − µY ).

This can be seen as follows: since p(Y, Y ′) is jointly normal, the conditional
distribution p(Y ′|Y ) is also a normal distribution, which can be obtained from
p(Y, Y ′) by collecting all the terms which depend on Y ′. We know that p(Y, Y ′)
is given by

(2π)− m+m′
2 (det Σ)− 1

2 exp

(
−1

2

[
Y − µY

Y ′ − µY ′

]� [
ΣY Y ΣY Y ′

ΣY ′Y ΣY ′Y ′

]−1 [
Y − µY

Y ′ − µY ′

])

Writing out the inverse of Σ (see e.g., [39]) and collecting terms yields the above
result.

In the next section we will use the above example to perform Gaussian Pro-
cess prediction. For the moment just note that once we know p(Y, Y ′) it is very
easy to estimate Y ′, given Y , since p(Y ′|Y ) ∝ p(Y, Y ′).

Quite often, unfortunately, we will not have p(Y, Y ′) at our disposition im-
mediately. Instead, we may only have p(Y, Y ′|θ) together with p(θ). For instance,
in all settings described in Section 2.2 we assumed to know the distribution of
the observations only up to their expected value. This means that in order to
obtain p(Y, Y ′) we need to integrate out the latent variable θ. This is achieved
as follows:

p(Y, Y ′) =
∫

p(Y, Y ′, θ)dθ =
∫

p(Y, Y ′|θ)p(θ)dθ. (19)

Eq. (19) may or may not be computable in closed form. Hence there exist various
strategies to deal with the problem of obtaining p(Y, Y ′). We list some of them
below.

Exact Solution: If we can solve for p(Y, Y ′) explicitly we can proceed as before
with our estimation procedure after solving the integral. An important spe-
cial case is where (Y −θ, Y ′−θ′) ∼ N(µ, Σ) and furthermore (θ, θ′) ∼ N(0, Λ),
where θ, Y ∈ R

m, θ′, Y ′ ∈ R
m′

, and Λ ∈ R
(m+m′)2 .

Such a situation may occur where Y (and Y ′) are composed of two random
variables, each of them normally distributed with their own mean and covari-
ance. Typically θ assumes the role of the additive noise and Λ is a multiple
of the unit matrix. This, however need not be the case: we could deal with
colored noise as well.
By construction Y , too, is normally distributed, where we simply add up the
means and variances of the two constituents to obtain (Y, Y ′) ∼ N(µ, Σ+Λ).
Hence, without much effort, we computed integral (19) by remarking that for
normal distributions mean and variance add up. Note that inference in this
situation proceeds identically to the discussion of Example 1). We will later
in this chapter use this setting under the name ’Gaussian Process Regression
with Normal Noise’.
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Sampling Methods: We can approximate the integration in (19) by randomly
drawing (Y ′, θ) from p(Y, Y ′, θ) and thereby performing inference about the
distribution of Y ′. Various methods to carry out such samplings exist. Typ-
ically one uses Markov Chain Monte Carlo (MCMC) methods. See [47] for
details and further references.
The advantage of such methods is that given sufficient computational re-
sources, we are able to obtain a very good estimate on the distribution of
Y ′. Furthermore the quality of the estimate keeps on increasing as we wait
for more samples. The obvious downside is that we will not obtain a closed
form analytic expression for a density. Furthermore sampling methods can
be computationally quite expensive, especially if we wish to predict for a
large amount of data.

Variational Methods: The reason why we had to resort to approximating
(19) was that the integrand did not lend itself to a closed form solution of
the integral. However, it may be that for a modified version of p(Y, Y ′|θ) we
might be able to perform the integral.
One option is to use a normal distribution N(µ, Σ), where the mean µ co-
incides with the mode of p(Y, Y ′|θ)p(θ) with respect to θ, and to use the
second derivative of − ln p(Y, Y ′|θ)p(θ) at θ = µ for the variance σ. This is
often referred to as the Laplace Approximation. We set (see for instance [40])

θ|(Y, Y ′) ∼ N(E[θ|(Y, Y ′)], Σ−1) where Σ = −∂2
θ [ln p(θ|(Y, Y ′))]|µ . (20)

The advantage of such a procedure is that the integrals remain tractable.
This is also one of the reasons why normal distributions enjoy a high degree
of popularity in Bayesian methods. Besides, the normal distribution is the
least informative distribution (largest entropy) among all distributions with
bounded variance [7].
As Figure 3 indicates, a single Gaussian may not always be sufficient to
capture the important properties of p(Y, Y ′|θ)p(θ). A more elaborate para-
metric model qφ(θ) of p(θ|Y, Y ′), such as a mixture of Gaussian densities,
can then be used to improve the approximation of (19). A common strategy
is to resort to variational methods. The details are rather technical and go
beyond the scope of this section. The interested reader is referred to [36] for
an overview, and to [4] for an application to the Relevance Vector Machine
of Section 6. The following theorem describes the basic idea.

Theorem 1 (Variational Approximation of Densities). Denote by
θ, Y random variables with corresponding densities p(θ, Y ), p(θ|Y ), and p(θ).
Then for any density q(θ), the following bound holds;

ln p(Y ) =
∫

θ

ln
p(θ, Y )
q(θ)

q(θ)dθ −
∫

θ

ln
p(θ|Y )
q(θ)

q(θ)df ≥
∫

θ

ln
p(θ, Y )
q(θ)

q(θ)dθ.

(21)
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Fig. 3. Left: The mode and mean of the distribution coincide, hence the MAP approx-
imation is satisfied. Right: For multi-modal distributions, the MAP approximation can
be arbitrarily bad.

Proof. We begin with the first equality of (21). Since p(θ, Y ) = p(θ|Y )p(Y ),
we may decompose

p(θ, Y )
q(θ)

= ln p(Y ) + ln
p(θ|Y )
q(θ)

. (22)

Additionally, − ∫
θ
ln p(θ|Y )

q(θ) q(θ)dθ = KL(p(θ|Y )‖q(θ)) is the Kullback-Leibler
divergence between p(θ|Y ) and q(θ) [7]. The latter is a nonnegative quantity
which proves the second part of (21).

The true posterior distribution is usually p(θ|Y ), and q(θ) an approximation
of it. The practical advantage of (21) is that

L :=
∫

θ

ln
p(θ, Y )
q(θ)

q(θ)dθ

can often be computed more easily, at least for simple enough q(θ). Fur-
thermore, by maximizing L via a suitable choice of q, we maximize a lower
bound on ln p(θ).

Expectation Maximization: Another method for approximating p(Y, Y ′)
was suggested in [10], namely that one maximizes the integrand in (19)
jointly over the unknown variable Y ′ and the latent variable θ. While this
is clearly not equivalent to solving the integral, there are many cases where
one may hope that the maximum of the integrand will not differ too much
from the location of the mean of p(y).
Furthermore we gain an interpretation of a possibly plausible value of θ in
conjunction with Y . This could be the noise level of the estimation pro-
cess, certain parameters of the function class such as the degree of smooth-
ness, etc. Several options are at our disposal when it comes to maximizing
p(Y, Y ′|θ)p(θ) with respect to θ and Y ′.
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Firstly, we could use a function maximization procedure directly on the joint
distribution. Instead, [10] propose the so-called Expectation Maximization
algorithm, which leads to a local maximum in a very intuitive fashion. Ig-
noring proof details we proceed as follows. Define

Q(θ) := EY ′ [log p(Y ′|Y, θ)] + log p(θ) (23)

where the expectation is taken over p(Y ′|Y, θ̂) for a previously chosen value
θ̂. Computing Q is commonly referred as the Expectation-step. Next we find
the maximum of Q and replace θ̂ by it, that is

θ̂ ← argmax
θ

Q(θ). (24)

This is commonly known as the Maximization-step. There exist many special
cases where these calculations can be carried out in closed form, most notably
distributions derived from the exponential family. [10] show that iteration of
this procedure will converge to a local maximum of p(Y, Y ′, θ). However, it
is not clear, how good the local maximum will be. After all, it depends on
the initial guess of θ̂.
An alternative is to modify the definition of Q(θ) such that θ is used both
for the conditional expectation and as an argument of the expectation itself
(in other words, we merge θ̂ and θ into one variable). In this way we are still
guaranteed to find a joint local maximum of Y ′ and θ through maximizing a
function of θ only, yet the reduced number of parameters can be beneficial for
a general purposed function optimizer. We will come back to this observation
in Section 3.

2.4 Likelihood, Priors, and Hyperpriors

Recall p(Y, Y ′)=
∫

p(Y, Y ′|θ)p(θ). This means that we weigh the values p(Y, Y ′|θ),
which tell us how well (Y, Y ′) fits our model parameterized by θ, by p(θ) accord-
ing to our prior knowledge of the possible value of θ.

For instance, if p(Y, Y ′|θ) describes a jointly normal distribution of iid ran-
dom variables with mean µ and variance σ, that is θ := (µ, σ), p(θ) models our
prior knowledge about the occurrence of a particular (µ, σ)-pair. For instance,
we might know that the variance never exceeds a certain value and that the
mean is always positive.

Quite often, however, we may not even be sure about the specific form of
p(θ) either, in which case we assume a distribution over possible priors, that is

p(θ) =
∫

ω

p(θ|ω)p(ω). (25)

Here ω is a so-called hyperprior describing the uncertainty in θ. In summary, we
have the following dependency model of (Y, Y ′):

p(ω)
�� ω

p(θ|ω)

p(θ|ω)p(ω)
�� θ

p(Y,Y ′|θ)

p(Y,Y ′|θ)p(θ|ω)p(ω)
�� (Y, Y ′)

(26)
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Hence, in order to obtain p(Y, Y ′) we need to solve the integral
∫

ω,θ

p(Y, Y ′, ω, θ)dθdω =
∫

ω,θ

p(Y, Y ′|ω)p(ω|θ)p(θ)dθdω (27)

and again, as in the previous section, we may resort to various methods for ap-
proximating (27). By far the most popular method is to maximize the integrand
and to obtain, what is commonly referred to as a MAP2 approximation:

ωMAP(Y, θ) := argmax
ω

p(Y, θ|ω)p(θ|ω)p(ω). (28)

If possible, one integrates out the θ by solving the inner of the two integrals in
(27) to obtain

ωMAP(Y ) := argmax
ω

p(Y |ω)p(ω) = argmax
ω

∫

θ

p(Y, Y ′|θ)p(θ|ω)dθ. (29)

In other words, θ assumes the role of the new prior, where ω is integrated out
into p(Y, Y ′|θ). Such an approach will be used in Section 6 to obtain numerically
attractive optimization methods for estimation.

3 Gaussian Processes

Gaussian Processes are based on the “prior” assumption that adjacent observa-
tions should convey information about each other. In particular, it is assumed
that the observed variables are normal, and that the coupling between them
takes place by means of the covariance matrix of a normal distribution.

It turns out that this is a convenient way of extending Bayesian modeling of
linear estimators to nonlinear situations (cf. [82, 80, 63]). Furthermore, it repre-
sents the counterpart of the “kernel trick” in methods minimizing the regularized
risk. We present the basic ideas, and relegate details on efficient implementation
of the optimization procedure required for inference to Section 4.

So far we only assumed that we have observations Y and a density p(Y ),
possibly p(Y |θ) that was given to us independently of any other data. However,
if we wish to perform regression or classification, the observations Y will typically
depend on some patterns X. In other words, data comes in (xi, yi) pairs and given
some novel patterns x′

i we will wish to estimate y′
i at those locations. Hence, we

will introduce a conditioning on X and X ′ in our reasoning. Note that this does
not affect any of the derivations above.

3.1 Correlated Observations

If we are observing yi at locations xi, it is only natural to assume that these
values are correlated, depending on their location xi. Indeed, if this were not the
case, we would not be able to perform inference, since by definition, independent
random variables yi do not depend on other observations yj .
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In fact, we make a rather strong assumption regarding the distribution of
the yi, namely that they form a normal distribution with mean µ and covari-
ance matrix K.4 We could of course assume any arbitrary distribution; most
other settings, however, result in inference problems that are rather expensive
to compute. Furthermore, as Theorem 5 will show, there exists a large class of
assumptions on the distribution of yi that have a normal distribution as their
limit.

We begin with two observations, y1 and y2, for which we assume zero mean

µ = (0, 0) and covariance K =
[

1 3/4
3/4 3/4

]
. Figure 4 shows the corresponding

density of the random variables y1 and y2. Now assume that we observe y1. This
gives us further information about y2, which allows us to state the conditional
density5

p(y2|y1) =
p(y1, y2)

p(y1)
. (30)

Once the conditional density is known, the mean of y2 need no longer be 0, and
the variance of y2 is decreased. In the example above, the latter becomes 3

16
instead of 3

4 — we have performed inference from the observation y1 to obtain
possible values of y2.

In a similar fashion, we may infer the distribution of yi based on more than
two variables, provided we know the corresponding mean µ and covariance ma-
trix K. This means that K determines how closely the prediction relates to
the previous observations yi. In the following section, we formalize the concepts
presented here and show how such matrices K can be generated efficiently.

3.2 Definitions and Basic Notions

Assume we are given a distribution over observations yi at locations x1, . . . , xm.
Rather than directly specifying that the observations yi are generated from an
underlying functional dependency, we simply assume that they are generated by
a Gaussian Process. Loosely speaking, Gaussian processes allow us to extend the
notion of a set of random variables to random functions. More formally, we have
the following definition:

Definition 1 (Gaussian Process). Denote by y(x) a stochastic process param-
eterized by x ∈ X (X is an arbitrary index set). Then y(x) is a Gaussian process if
for any m ∈ N and {x1, . . . , xm} ⊂ X, the random variables (y(x1), . . . , y(xm))
are normally distributed.
4 Note that we now use K to denote the covariance matrix. This is done for consis-

tency with the literature on Reproducing Kernel Hilbert Spaces and Support Vector
Machines, where K denotes the kernel matrix. We will see that K plays the same
role in Gaussian Processes as the kernel matrix plays in the other settings.

5 A convenient trick to obtain p(y2|y1) for normal distributions is to consider p(y1, y2)
as a function only of y2, while keeping y1 fixed at its observed value. The linear and
quadratic terms then completely determine the normal distribution in y2.
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Fig. 4. Normal distribution with two variables. Top left: normal density p(y1, y2) with
zero mean and covariance K; Top right: contour plot of p(y1, y2); Bottom left: Condi-
tional density of y2 when y1 = 1; Bottom left: Conditional density of y2 when y1 = −2.
Note that in the last two plots, y2 is normally distributed, but with nonzero mean.

We denote by k(x, x′) the function generating the covariance matrix

K := cov{y(x1), . . . , y(xm)}, (31)

and by µ the mean of the distribution. We also write Kij = k(xi, xj). This leads
to

(y(x1), . . . , y(xm)) ∼ N(µ, K) where µ ∈ R
m. (32)

Remark 1 (Gaussian Processes and Positive Definite Matrices). The function
k(x, x′) is well defined, symmetric, and the matrix K is positive definite, that
is, none of its eigenvalues is negative.

Proof. We first show that k(x, x′) is well defined. By definition,

[cov{y(x1), . . . , y(xm)}]ij = cov{y(xi), y(xj)}. (33)
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Consequently, Kij is only a function of two arguments (xi and xj), which shows
that k(x, x′) is well defined.

It follows directly from the definition of the covariance that k is symmetric.
Finally, to show that K is positive definite, we have to prove for any α ∈ R

m

that the inequality α�Kα ≥ 0 holds. This follows from

0 ≤ Var

(
m∑

i=1

αiy(xi)

)
= α� [cov{y(xi), y(xj)}] α = α�Kα. (34)

Thus K is positive definite and the function k is an admissible kernel.

Note that even if k happens to be a smooth function (this turns out to be a
reasonable assumption), the actual realizations y(x), as drawn from the Gaus-
sian process, need not be smooth at all. In fact, they may be even pointwise
discontinuous.

Let us have a closer look at the prior distribution resulting from these as-
sumptions. The standard setting is µ = 0, which implies that we have no prior
knowledge about the particular value of the estimate, but assume that small
values are preferred. Then, for a given set of (y(x1), . . . , y(xm)) =: Y , the prior
density function p(Y |X) is given by

p(Y |X) = (2π)− m
2 (det K)− 1

2 exp
(
−1

2
Y �K−1Y

)
. (35)

In most cases, we try to avoid inverting K. By a simple substitution,

Y := Kα, (36)

we have α ∼ N(0, K−1), and consequently

p(α|X) = (2π)− m
2 (det K)− 1

2 exp
(
−1

2
α�Kα

)
. (37)

Taking logs, we see that this term is identical to penalty term arising from
the regularized risk framework (cf. the chapter on Support Vectors and [62,
77, 75, 26]). This result thus connects Gaussian process priors and estimators
using the Reproducing Kernel Hilbert Space framework: Kernels favoring smooth
functions translate immediately into covariance kernels with similar properties
in a Bayesian context.

3.3 Simple Hypotheses

Let us analyze in more detail which functions are considered simple by a Gaussian
process prior. As we know, hypotheses of low complexity correspond to vectors
Y for which Y �K−1Y is small. This is in particular the case for the (normalized)
eigenvectors vi of K with large eigenvalues λi, since

Kvi = λivi yields v�
i K−1vi = λ−1

i . (38)
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Fig. 5. Hypotheses corresponding to the first eigenvectors of a Gaussian kernel of width
1 over a uniform distribution on the interval [−5, 5]. From top to bottom and from left
to right: The functions corresponding to the first eight eigenvectors of K. Lower right:
the first 20 eigenvalues of K. Note that most of the information about K is contained
in the first 10 eigenvalues. The plots were obtained by computing K for an equidistant
grid of 200 points on [−5, 5]. We then computed the eigenvectors e of K, and plotted
them as the corresponding function values (this is possible since for α = e we have
Kα = λα).

In other words, the estimator is biased towards solutions with small λ−1
i . This

means that the spectrum and eigensystem of K represent a practical means of
actually viewing the effect a certain prior has on the degree of smoothness of the
estimates. Let us consider a practical example: for a Gaussian covariance kernel

k(x, x′) = exp
(
−‖x− x′‖2

2ω2

)
, (39)

where ω = 1, and under the assumption of a uniform distribution on [−5, 5],
we obtain the functions depicted in Figure 5 as simple base hypotheses for our
estimator. Note the similarity to a Fourier decomposition: this means that the
kernel has a strong preference for slowly oscillating functions.

The Gaussian Process setting also allows for a simple connection to paramet-
ric models of uncertainty (see also [80]). For instance, assume that the observa-
tions y are derived from the patterns x via the functional dependency
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y(x) =
n∑

i=1

βifi(x), where β ∼ N(0, Σ). (40)

Clearly the random variables y are jointly normal, hence stem from an underlying
Gaussian Process. We can calculate the covariance function k as follows. Let
f(x) := (f1(x), . . . , fn(x)), then

k(x, x′) = Cov(y(x), y(x′)) = f(x)�Σf(x′). (41)

In other words, starting from a parametric model, where we would want to
estimate the coefficients β we arrived at a Gaussian Process with covariance
function f(x)�Σf(x′).

One special case is of interest: set fi(x) = (x)i, that is, fi(x) encodes the
i-th coordinate of x, and Σ = 1. Here k(x, x′) = 〈x, x′〉. This is the simplest
Gaussian Process kernel possible. Other kernels include

k(x, x′) = exp (−ω‖x− x′‖) (Laplacian kernel) (42)
k(x, x′) = (〈x, x′〉+ c)p with c > 0 (Polynomial kernel) (43)

and the Gaussian RBF kernel of (39). For further details on the choice of kernels
see [62, 25, 78, 31, 52, 77] and the references therein.

3.4 Regression

Let us put the previous discussion to practical use. For the sake of simplicity, we
begin with regression (we study the classification setting in the next section).

The natural assumption is that the observations Y are generated by the
Gaussian Process with covariance matrix K and mean µ. Following the reasoning
of Example 1 we can infer novel y′

i, given xi via Y ′ ∼ N(Σ′, µ′) where

Kcond = KY ′Y ′ −KY ′Y K−1
Y Y ΣY Y ′ (44)

µcond = µY ′ + KY ′Y K−1
Y Y (Y − µY ) (45)

This means that the variance is reduced from KY ′Y ′ to a degree controlled by
both the correlation between Y and Y ′ (via KY ′Y ), and the inherent degree
of variability in Y (via K−1

Y Y ). The more certain we can be about Y , the more
this certainty carries over to Y ′. Likewise, the default estimate for the mean of
Y ′, namely µY ′ is corrected by KY ′Y K−1

Y Y (Y − µY ), that is, the deviation of Y
from its default estimate µY , weighted by the correlation between the random
variables Y and Y ′.

Furthermore note that for the purpose of inferring the mean we only need
to store α := K−1

Y Y (Y − µY ) and hence (Y − µY ) = KY Y α. This is similar to
(36), where we used α to establish a connection between the regularized risk
functional and prior probabilities.

Let us get back to the case where k(x, x′) = 〈x, x′〉, that is, the linear covari-
ance kernel. Here we can rewrite (44) as

Kcond = X ′X ′� − (X ′X�)(XX�)−1(XX ′�) = X ′(1− PX)X ′� (46)
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where PX is the projection on the space spanned by X. This means that the
larger X grows, the more reliably we will be able to infer Y ′ for a given X ′. In
the case where X spans the entire space (if x ∈ R

n it may suffice if |X| = n),
PX is the identity and consequently Kcond = 0. In other words, we can perform
inference with certainty.

The avid reader will notice that prediction with certainty can pose a problem
if our model is not quite exact or if the data itself is fraught with measurement
errors or noise. For instance, if we were to observe some Y which do not lie
in the n-dimensional subspace spanned by X, we would have to conclude that
such Y must never occur. In other words, we have a modeling problem. One way
to address this issue is to replace the (apparently) unsuitable kernel k(x, x′) =
〈x, x′〉 by one which guarantees that K has always full rank. This, however, is
rather cumbersome, since the question whether K is nondegenerate depends on
both the data and on the covariance function k(x, x′).

A more elegant way to ensure that our statistical model is better suited to
the task is to introduce an extended dependency model using latent variables as
follows:

p(X)
�� X

p(θ|X)

p(θ|X)p(X)
�� θ

p(Y |θ)

p(Y |θ)p(θ|X)p(X)
�� Y

This means that the random variables X and Y are conditionally independent,
given θ. If we wish to infer Y ′ from X, X ′, Y ′ this means that we need to integrate
out the latent variable θ, in the same fashion as we did in (26) and as discussed
in Section 2.3.

In regression, a popular setting for p(Y |θ) is to assume that we have additive
noise, i.e., Y = θ + ξ, where the ξi are drawn from some distribution (Gaussian,
Laplacian, Huber’s robust, etc.), such as the ones given in Figure 1. And again,
as discussed in Section 2.3, some of the integrals arising from the elimination of
θ may be easily solvable, or we may need to resort to further approximations.

Additive Normal Noise: We begin with the simple case, where ξi ∼ N(0, σ2).
In this situation Y ∼ N(µ, σ21 + K), since Y is the sum of two independent
normal random variables. Consequently we can re-use (44) and (45), the only
difference being that now instead of k(x, x′) we use k(x, x′) + σ2δx,x′ as the
covariance function. Figure 6 gives an example of regression with additive
normal noise.
Specializing (44) and (45) to the estimation of y(x) at only one new location
and assuming µ = 0 we obtain (using k(x) := (k(x1, x), . . . , k(xm, x)))

Kcond = σ2 + k(x, x) − k(x)�(KY Y + σ21)−1k(x) (47)

µcond = k(x)�(KY Y +σ21)−1Y =k(x)�α where α(KY Y +σ21)−1Y. (48)

Note that the mean is a linear combination of kernel functions k(xi, x).
Moreover, if we were to estimate y(x) for an element of x, say y(xi), we
would obtain

k(xi)�(KY Y + σ21)−1Y =
[
KY Y (KY Y + σ21)−1Y

]
i
. (49)
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Fig. 6. Gaussian Process regression with additive normal noise. The stars denote the
observations, dotted lines correspond to the σ-confidence intervals with the prediction
in between, and the solid line crossing the boundaries is the sine function, which, with
additive normal noise, was used to generate the observations. For convenience we also
plot the width of the confidence interval.

If σ2 were 0 we would obtain yi, however, with σ2 > 0 we end up shrinking
yi towards 0, similarly to the shrinkage estimator of James and Stein [33].

Other Additive Noise: While we may in general not be able to integrate out
θ from p(Y |θ), the noise models of regression typically allow one to perform
several simplifications when it comes to estimation. For convenience we will
in the following split up the latent variable into θ and θ′ corresponding to
Y and Y ′. Moreover, we will assume that the additive noise has zero mean.6

Recall from Section 2.3 that an approximation to marginalization is to max-
imize the joint density p(Y ′, θ, θ′, Y, X, X ′) with respect to (Y ′, θ, θ′). Using
the fact that the random variables yi are drawn iid and that Y, Y ′ are con-
ditionally independent of X, X ′ given θ, θ′ we arrive at

6 In the nonzero mean case we simply add the offset to µ, which effectively reduces
the additive noise to zero mean.
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p(Y ′, θ, θ′, Y, X, X ′) = p(Y ′|θ′)p(Y |θ)p(θ′|θ, X, X ′)p(θ|X)p(X, X ′). (50)

Note that Y ′ appears only in p(Y ′|θ). If p(yi|θi) has its mode for yi = θi,
we know that Y ′ = θ maximizes (50) and we only need to care about the
remainder

p(Y ′ = θ′|θ′)p(Y |θ)p(θ′|θ, X, X ′)p(θ|X) (51)

and maximize it with respect to θ and θ′. A further simplification occurs
if p(Y ′ = θ′|θ′) is constant, which is typically the case (e.g., if we have
the same additive noise for all observations). Then the maximization with
respect to θ′ can be carried out by maximizing p(θ′|θ, X, X ′). Note that the
latter is Gaussian in θ′, so the maximum is obtained for the mean µcond of
the corresponding normal distribution, as given by (44) and (45). Moreover,
p(θ′ = µcond|θ, X, X ′) is constant, if we consider µcond as a function of θ.
This means that we now reduced the problem to the one of maximizing

p(Y |θ)p(θ|X). (52)

The latter depends on the training data X, Y alone, which makes the whole
approach computationally very attractive. In summary, the following steps
were needed in reducing (50) to (52):
1. The conditional distribution p(yi|θi) is peaked for yi = θi.
2. p(yi = θi|θi) is constant, when considered as a function of θi.
3. We predict θ′ = µcond for known θ.
4. The maximizer in θ is found by maximizing the posterior probability

p(θ|X) ∝ p(Y |θ)p(θ|X).
We shall see in the next section that even if some of the above assumptions
do not lead to optimality, we may still be able to obtain reasonably good
estimates.

In situations where neither of the two special cases discussed above applies we
will need to resort to a reasoning which is very similar to the one used in Gaussian
Process classification. Since such situations are rather rare we will not discuss
them in further detail.

3.5 Classification

The main difference to regression is that in classification the observations yi are
part of a discrete set Y, which we will either denote by Y = {±1} in the case
of binary classification and Y = {1, . . . , N} for multiclass problems. It is clear
that in such a situation we will need a conditional probability p(yi|θi) if we are
to transform the problem into one involving Gaussian Processes. This will lead
to various models, using the logistic transfer function (14), the Probit (16), and
their multiclass extensions.
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Binary Case: Here θi plays the role of a parameter responsible for the calibra-
tion of the conditional probabilities P(yi = 1|X) and P(yi = −1|X) and we
have

p(Y |X) =
∫ [

m∏

i=1

p(yi|θi)

]
p(θ|X)dθ. (53)

Y being a discrete random variable, this gives us the probability of observing
Y , given X. The latter makes classification slightly easier than regression:
provided we are able to solve (53), we immediately know the confidence of
the random variables Y arising from it. Thus, P(yi = 1|X) not only tells us
whether the estimator classifies xi as +1 or −1, but also the probability of
obtaining these labels. Therefore, calculations regarding the variation of Y
are not quite as important as they were for regression.

Multiclass Classification: While one could in theory design some p(yi|θi)
which allows for multiple discrete values of yi and assigns corresponding
probabilities, it is far from clear how such a goal can be best achieved. In-
stead, one typically uses vector valued θi ∈ R

N such that each coordinate
[θi]j is related to the probability of class j occurring. To derive our model
we begin with the observation that for logistic regression

p(yi = 1|θi) =
exp( 1

2θi)
exp( 1

2θi) + exp(− 1
2θi)

(54)

p(yi = −1|θi) =
exp(− 1

2θi)
exp( 1

2θi) + exp(− 1
2θi)

. (55)

In other words, the probability of class 1 or −1 occurring is proportional
to exp(1

2 [θi]1) and exp(1
2 [θi]−1) subject to a normalization constraint, where

we defined the coordinate “[θi]′′−1 := −θi.
From there the extension to more than two classes is straightforward: assume
that the probability of class j is proportional to exp(1

2 [θi]j) and normalize
such that all p(yi = j|θi) sum up to 1, namely

p(yi = j|θi) =
exp

( 1
2 [θi]j

)
∑N

l=1 exp
( 1

2 [θi]l
) . (56)

The default assumption is then that all θi are drawn from a Gaussian Pro-
cess. Without any further knowledge about the relation between the various
classes j, one typically assumes that all coordinates are drawn independently.
An extension to uncertain labels yi is straightforward. Assume that we do not
know the specific class j but merely some probability pij assessing whether
pattern xi belongs to class j or not. In this case we need to integrate over
all j to obtain

p(Yuncertain|θ) =
m∏

i=1




N∑

j=1

pijp(j|θi)



 (57)



86 A.J. Smola and B. Schölkopf

as a replacement for p(yi = j|θi) in the conditional probability p(Y |θ). This
is closely related to uncertain multiclass settings from maximum margin
theory. See [55] for further details.

To solve the inference problem arising from (19) or (50) in the classification case
we will need to resort to approximations. Again, as before, we cannot solve the
integral explicitly, so our main goal is to (approximately) maximize the joint
density. For convenience, we only study the binary case.

Recall that Y ′ appears in the joint density only via p(Y ′|θ). Knowing that this
is maximized with respect to Y ′ if we set y′

i = sgn (θ′
i) we could turn the overall

problem into one of jointly maximizing over the continuous random variables θ
and θ′. Unfortunately the resulting optimization problem is rather ill behaved.
Instead we resort to the EM algorithm or a related method, as described in
Section 2.3. Here Y ′ are the unknown labels and θ, θ′ the latent variables to be
obtained jointly with Y ′.

Taking the expectation over Y ′ as given by p(Y ′|θ′) we can write Q(θ) (see
(23)) as follows

Q(θ, θ′) = EY ′
[
log p(Y ′|θ′)

]
+ log p(Y |θ) + log p(θ, θ′|X, X ′) (58)

=
m′∑

i=1,y′
i∈Y

p(y′
i|θi) log p(y′

i|θ̄′
i) + log p(Y |θ) + log p(θ, θ′|X, X ′) (59)

where θ̄′
i denotes the value of θ′

i obtained from a previous estimate. One then
proceeds as follows: at every step one maximizes Q(θ, θ′) and subsequently up-
dates θ̄′

i ← θ′
i until convergence. [10] show that the algorithm converges to a

local maximum of the joint density p(Y ′, θ, θ′|Y, X, X ′).
Unfortunately, in practice, the local maximum achieved by this process is

often not very good. However, a small modification of (58) leads to an expression
which (empirically) tends to lead to better estimates, yet will also lead to a local
maximum of the joint density. The idea is to remove θ̄′

i from Q and replace it
by θ′

i directly. In this case we have

Q̃(θ, θ′) =
m′∑

i=1,y′
i∈Y

p(y′
i|θi) log p(y′

i|θ′
i) + log p(Y |θ) + log p(θ, θ′|X, X ′) (60)

= −
m′∑

i=1

H(p(yi|θ′
i)) + log p(Y |θ) + log p(θ, θ′|X, X ′), (61)

where H(p) =
∑

j pj log pj is the entropy of p. This function can then be maxi-
mized jointly over θ and θ′ by standard nonlinear optimization methods. Note
that the maxima of Q̃ and the fixed point of Q have to coincide. Since we know
that the latter are the (local) maxima of the joint density we know that Q̃, too,
will yield maxima of the joint density.

From a Minimum Description Length point of view, minimizing −Q̃(θ, θ′)
can be viewed as minimizing the number of bits (we use base e for convenience)
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needed to encode (Y ′, θ, θ′), given Y, X, X ′: Firstly encoding Y ′, given θ′ requires
H(p(Y |θ′) bits. Secondly, for a given prior probability p(θ, θ′|X, X ′), the two
remaining terms in (60) describe the number of bits needed to encode these
random variables with respect to a code using log p(Y |θ)+log p(θ, θ′|X, X ′) bits.
The latter is the Shannon optimal code length for random variables distributed
according to the assumed prior distribution.

Note that quite commonly one ignores the terms dependent on X ′, θ′ when
it comes to finding an estimate for θ, hence one effectively resorts to an opti-
mization setting as described in Section 3.4, however without the justification
that could be given in the additive-noise regression case. This tends to yield ac-
ceptable results, however, it is important to bear in mind that better estimates
can be obtained if a joint maximization over all variables is carried out. Figure
7 gives an example on classification with and without taking Y ′ into account.

Fig. 7. Gaussian Process classification without (left) and with (right) knowledge of the
test data. Circles and stars correspond to the respective classes, crosses are unlabeled
observations. Note the errors introduced by ignoring the test data on the left figure.

3.6 Adjusting Hyperparameters for Gaussian Processes

More often than not, we will not know the exact amount of additive noise,
the specific form of the covariance kernel, or other parameters beforehand. To
address this problem, the hyperparameter formalism of Section 2.4 is needed.

However, unlike in the previous section, even an EM approach may be too
costly, since expectations over the set of hyperparameters ω, or over the set of
further latent variables θ, θ′ are too costly to be carried out. Consequently, one
of the few practical method available is that of coordinate descent, that is: a)
optimize over (θ, θ′, Y ′) via the EM algorithm for a fixed ω, b) maximize with
respect to ω for a fixed (θ, θ′, Y ′), and repeat a) and b) until convergence occurs.

To avoid technicalities, we only discuss the special and somewhat simpler
case of regression with additive Gaussian noise, since here the latent variables
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θ, θ′ can be integrated out. We refer the reader to [84, 15, 11, 54] and the
references therein for integration methods based on Markov Chain Monte Carlo
approximations (see also [63] for a more recent overview).

More specifically, assume that both K and σ2 (the additive normal noise)
are functions of ω, so that

p(Y |ω, X) =
1√

(2π)m det(K + σ21)
exp

(
−1

2
Y �(K + σ2)−1Y

)
(62)

and p(Y |X) =
∫

p(Y |ω, X)p(ω)dω. In other words, (62) tells us how likely it is
that we observe y, if we know ω. To maximize the integrand p(Y |ω, X)p(ω) with
respect to ω we require information about the gradient of (62) with respect to
ω. An explicit expression is given below

Since the logarithm is monotonic, we can equivalently minimize the negative
log posterior, ln p(Y |ω)p(ω). With the shorthand Q := K + σ21, we obtain

∂ω [− ln p(Y |ω)p(ω)]

=
1
2
∂ω(ln detQ)− 1

2
∂ω

[
Y �Q−1Y

]− ∂ω ln p(ω) (63)

= − 1
2

tr
(
Q−1∂ωQ

)
+

1
2
Y �Q−1 (∂ωQ) Q−1Y − ∂ω ln p(ω). (64)

Here (64) follows from (63) via standard matrix algebra [39]. Likewise, we could
compute the Hessian of ln p(Y |ω)p(ω) with respect to ω and use a second order
optimization method.7

If we assume a flat8 hyperprior (p(ω) = const.), optimization over ω simply
becomes gradient descent in − ln p(Y |ω); in other words, the term depending
on p(ω) vanishes. Computing (64) is still very expensive numerically since it
involves the inversion of Q, which is an m×m matrix.

One option to parameterize K+σ21 is to assume that the covariance kernel k
itself has been drawn from a Gaussian Process (in this case we need to restrict k
to to the cone of Mercer kernels). Such a setting can be optimized by a so-called
superkernel expansion. See [70] for further details.

Finally, there exist numerous techniques, such as sparse greedy approxima-
tion methods, to alleviate this problem. We present a selection of these tech-
niques in the following section. Additional detail on the topic of hyperparameter
optimization can be found in Section 6, where hyperparameters play a crucial
role in determining the sparsity of an estimate.

4 Implementation of Gaussian Processes

In this section, we discuss various methods to perform inference in the case of
Gaussian process classification or regression. We begin with a general purpose
7 This is rather technical, and the reader is encouraged to consult the literature for

further detail [41, 54, 46, 18].
8 Note that this is clearly an improper hyperprior, which may lead to overfitting.
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technique, the Laplace approximation, which is essentially an application of New-
ton’s method to the problem of minimizing the negative log-posterior density.
Since it is a second order method, it is applicable as long as the log-densities have
second order derivatives. Readers interested only in the basic ideas of Gaussian
process estimation may skip the present section.

For classification with the logistic transfer function we present a variational
method (Section 4.2), due to Jaakkola and Jordan [32], and Gibbs and MacKay
[18, 16], a linear system of equations for optimization purposes.

Finally, the special case of regression in the presence of normal noise admits
very efficient optimization algorithms based on the approximate minimization
of quadratic forms (Section 4.3). We subsequently discuss the scaling behavior
and approximation bounds for these algorithms. For convenience, we only study
the problem of maximizing

p(θ|Y, X) ∝ p(Y |θ)p(θ|X) (65)

ignoring the considerations about the test data X ′, which we put forward in
Section 3.5. An extension to these methods is in some cases straightforward (for
the Expectation Maximization setting), and in other cases essentially impossible
(for the direct MDL approach). So we skip both of them. Maximizing p(θ|Y, X)
is equivalent to minimizing − log p(Y |θ)− log p(θ|X), since

L(θ) := − log(θ|Y, X) = − log p(θ|Y, X) = − log p(Y |θ)− log p(θ|X) + c,
(66)

for some constant c ∈ R. L(θ) is commonly referred to as the negative log
posterior and the remainder of this section is devoted to efficient methods of
minimizing it.

4.1 Laplace Approximation

Note that for Gaussian Process regression with additive normal noise (66) be-
comes

L(θ) =
m∑

i=1

1
2σ2 (yi − θi)2 +

1
2
θK−1θ�. (67)

Minimization of (67) can be achieved by solving a quadratic optimization prob-
lem with its minimum θ̂ at

θ̂ = (σ21 + K)−1KY = K(σ21 + K)−1Y (68)

which is identical to the estimate obtained in (48). This means that for nor-
mal distributions seeking the mode of the density and performing a quadratic
approximation at the mode is exact.

In general, however, the negative log posterior (66), is not quadratic, hence
the minimum cannot be found analytically and typically we will not be able to
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study the variation of the estimate explicitly either. A possible solution is to make
successive quadratic approximations of the negative log posterior, and minimize
the latter iteratively. This strategy is referred to as the Laplace approximation9

[71, 84, 63]; the Newton-Raphson method, in numerical analysis (see [72, 53]);
or the Fisher scoring method, in statistics.

A necessary condition for the minimum of a differentiable function g is that
its first derivative be 0. For convex functions, this requirement is also sufficient.
We approximate g′ linearly by

g′(x + ∆x) ∼ g′(x) + ∆xg′′(x), and hence ∆x = − g′(x)
g′′(x)

. (69)

Substituting ln p(f |X, Y ) into (69) and using the definitions

c := (−∂θ1 ln p(y1|θ1), . . . ,−∂θm ln p(ym|θm)) , (70)
C := diag

(−∂2
θ1

ln p(y1|θ1), . . . ,−∂2
θm

ln p(ym|θm)
)
, (71)

we obtain the following update rule for α (where θ = Kα),

αnew = (KC + 1)−1(KCαold − c). (72)

While (72) is usually an efficient way of finding a maximizer of the log posterior,
it is far from clear that this update rule is always convergent (to prove the
latter, we would need to show that the initial guess of α lies within the radius
of attraction [53, 13, 19, 38]. Nonetheless, this approximation turns out to work
in practice, and the implementation of the update rule is relatively simple.

The major stumbling block if we want to apply (72) to large problems is that
the update rule requires the inversion of an m ×m matrix. This is costly, and
effectively precludes efficient exact solutions for problems of size significantly
larger than 103, due to memory and computational requirements. If we are able
to provide a low rank approximation of K by

K̃ = U�KsubU where U ∈ R
n×m and Ksub ∈ R

n×n (73)

with n� m, however, we may compute (72) much more efficiently. For instance,
it follows immediately from the Sherman-Woodbury-Morrison formula [22],

(V + RHR�)−1 = V −1 − V −1R(H−1 + R�V −1R)−1R�V −1, (74)

that we obtain the following update rule for K̃,

αnew =
(
1− U� (

K−1
sub + UCU�)−1

UC
)

(U�KsubUCαold − c). (75)

9 Strictly speaking, the Laplace approximation refers only to the fact that we approx-
imate the mode of the posterior by a Gaussian distribution. We already use the
Gaussian approximation in the second order method, however, in order to maxi-
mize the posterior. Hence, for all practical purposes, the two approximations just
represent two different points of view on the same subject.
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In particular, the number of operations required to solve (72) is O(mn2 + n3)
rather than O(m3). Numerically more stable, yet efficient and easily imple-
mentable methods than the Sherman-Woodbury-Morrison method exist, how-
ever their discussion would be somewhat technical. See [69, 12, 21] for further
details and references.

There are several ways to obtain a good approximation of (73). One way is to
project k(xi, x) on a random subset of dimensions, and express the missing terms
as a linear combination of the resulting sub-matrix (this is the Nyström method
proposed by Seeger and Williams [83]). We might also construct a randomized
sparse greedy algorithm to select the dimensions (see [68] for details), or resort
to a positive diagonal pivoting strategy [12].

An approximation of K by its leading principal components, as often done
in machine learning, is usually undesirable, since the computation of the eigen-
system would still be costly, and the time required for prediction would still rise
with the number of observations (since we cannot expect the leading eigenvectors
of K to contain a significant number of zero coefficients).

4.2 Variational Methods

In the case of logistic regression, Jaakkola and Jordan [32] compute upper and
lower bounds on the logistic (1 + e−t)−1, by exploiting the log-concavity of
eq:gp:logistic-model: A convex function can be bounded from below by its tan-
gent at any point, and from above by a quadratic with sufficiently large curvature
(provided the maximum curvature of the original function is bounded). These
bounds are

p(y = 1|t) ≥ 1
1 + e−ν

exp
(

(t− ν)
2

− λ(ν)(t2 − ν2)
)

, (76)

p(y = 1|t) ≤ exp (µt−H(µ)) , (77)

where µ, ν ∈ [0, 1] and λ(ν) = (1+e−ν)−1−1/2
2ν . Furthermore, H(µ) is the binary

entropy function, H(µ) = −µ lnµ− (1− µ) ln(1− µ).
Likewise, bounds for p(y = −1|t) follow from p(y = −1|t) = 1 − p(y = 1|t).

Equations (77) and (76) can be calculated quite easily, since they are linear
or quadratic functions in t. This means that for fixed parameters µ and ν, we
can optimize an upper and a lower bound on the log posterior using the same
techniques as in Gaussian process regression (Section 3).

Approximations (77) and (76) are only tight, however, if ν, µ are chosen
suitably. Therefore we have to adapt these parameters at every iteration (or
after each exact solution), for instance by gradient descent (by minimizing the
upper bound and maximizing the lower bound correspondingly). See [16, 17]
for details. Again, factorizations for rank-degenerate matrices as in the previous
section can be used for efficient implementation.
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Fig. 8. Variational Approximation for µ = ν = 0.5. Note that the quality of the
approximation varies widely, depending on the value of f(x).

4.3 Approximate Solutions for Gaussian Process Regression

The approximations of Section 4.1 indicate that one of the more efficient ways of
implementing Gaussian process estimation on large amounts of data is to find a
low rank approximation10 of the matrix K. Such an approximation is very much
needed in practice, since (47) and (48) show that exact solutions of Gaussian
Processes can be hard to come by. Even if α is computed beforehand (see Table 1
for the scaling behavior), prediction of the mean at a new location still requires
O(m) operations. In particular, memory requirements are O(m2) to store K,
and CPU time for matrix inversions, as are typically required for second order
methods, scales with O(m3).

Let us limit ourselves to an approximation of the MAP solution. One of the
criteria to impose is that the posterior probability at the approximate solution be
close to the maximum of the posterior probability. Note that this requirement
is different from the requirement of closeness in the approximation itself, as
represented for instance by the expansion coefficients (the latter requirement
10 Tresp [74] devised an efficient way of estimating f(x) if the test set is known at the

time of training. He proceeds by projecting the estimators on the subspace spanned
by the functions k(x̃i, ·), where x̃i are the training data. Likewise, Csató and Opper
[9] design an iterative algorithm that performs gradient descent on partial posterior
distributions and simultaneously projects the estimates onto a subspace.
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was used by Gibbs and Mackay [18]). Proximity in the coefficients, however, is
not what we want, since it does not take into account the importance of the
individual variables. For instance, it is not invariant under transformations of
scale in the parameters.

For the remainder of the current section, we consider only additive normal
noise. Here, the log posterior takes a quadratic form, given by (67). The following
theorem, which uses an idea from [18], gives a bound on the approximation qual-
ity of minima of quadratic forms and is thus applicable to (67). For convenience
we rewrite (67) in terms of θ = Kα.

Theorem 2 (Approximation Bounds for Quadratic Forms [67]). Denote
by K ∈ R

m×m a symmetric positive definite matrix, y, α ∈ R
m, and define the

two quadratic forms

L(α) := −y�Kα +
1
2
α�(σ2K + K�K)α, (78)

L∗(α) := −y�α +
1
2
α�(σ21 + K)α. (79)

Suppose L and L∗ have minima Lmin and L∗
min. Then for all α, α∗ ∈ R

m we
have

L(α) ≥ Lmin ≥ −1
2
‖y‖2 − σ2L∗(α∗), (80)

L∗(α∗) ≥ L∗
min ≥ σ−2

(
−1

2
‖y‖2 − L(α)

)
, (81)

with equalities throughout when L(α) = Lmin and L∗(α∗) = L∗
min.

Hence, by minimizing L∗ in addition to L, we can bound L’s closeness to the
optimum and vice versa.

Proof. The minimum of L(α) is obtained for αopt = (K + σ21)−1y (which also
minimizes L∗),11 hence

Lmin = −1
2
y�K(K + σ21)−1y and L∗

min = −1
2
y�(K + σ21)−1y. (82)

This allows us to combine Lmin and L∗
min to Lmin + σ2L∗

min = − 1
2‖y‖2. Since

by definition L(α) ≥ Lmin for all α (and likewise L∗(α∗) ≥ L∗
min for all α∗), we

may solve Lmin + σ2L∗
min for either L or L∗ to obtain lower bounds for each of

the two quantities. This proves (80) and (81).

Equation (80) is useful for computing an approximation to the MAP solution
(the objective function is identical to L(α), ignoring constant terms independent
of α), whereas (81) can be used to obtain error bars on the estimate. To see this,
11 If K does not have full rank, L(α) still attains its minimum value for αopt. There

will then be additional α′ that minimize L(α), however.
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note that in calculating the variance (47), the expensive quantity to compute is
−k�(K + σ21)−1k. This can be found as

−k�(K + σ21)−1k = 2 min
α∈Rm

[−k�α + 1
2α� (

σ21 + K
)
α
]
, (83)

however. A close look reveals that the expression inside the parentheses is L∗(α)
with y = k (see (79)). Consequently, an approximate minimizer of (83) gives an
upper bound on the error bars, and lower bounds can be obtained from (81). In
practice, we use the relative discrepancy between the upper and lower bounds,

Gap(α, α∗) :=
2(L(α) + σ2L∗(α∗) + 1

2‖y‖2)
−L(α) + σ2L∗(α∗) + 1

2‖y‖2
, (84)

to determine how much further the approximation has to proceed.

4.4 Solutions on Subspaces

The central idea of the algorithm below is that improvements in speed can
be achieved by a reduction in the number of free variables. Denote by P ∈
R

m×n with m ≥ n and m, n ∈ N an extension matrix (in other words, P� is a
projection), with P�P = 1. We make the ansatz

αP := Pβ where β ∈ R
n, (85)

and find solutions β such that L(αP ) (or L∗(αP )) is minimized. The solution is

βopt =
(
P� (

σ2K + K�K
)
P
)−1

P�K�y. (86)

If P is of rank m, then KαP is also the minimizer of (67). In all other cases,
however, it is an approximation.

For a given P ∈ R
m×n, let us analyze the computational cost involved in

computing (86). We need O(nm) operations to evaluate P�Ky, O(n2m) op-
erations for (KP )�(KP ), and O(n3) operations for the inversion of an n × n
matrix. This brings the total cost to O(n2m). Predictions require k�α, which
entails O(n) operations. Likewise, we may use P to minimize L∗(Pβ∗), which is
needed to upper-bound the log posterior. The latter costs no more than O(n3).

To compute the posterior variance, we have to approximately minimize (83),
which can done for α = Pβ at cost O(n3) . If we compute (PKP�)−1 before-
hand, the cost becomes O(n2), and likewise for upper bounds. In addition to
this, we have to minimize −k�KPβ + 1

2β�P�(σ2K + K�K)Pβ, which again
costs O(n2m) (once the inverse matrices have been computed, however, we may
also use them to compute error bars at different locations, thus limiting the cost
to O(n2)). Accurate lower bounds on the error bars are not especially crucial,
since a bad estimate leads at worst to overly conservative confidence intervals,
and has no further negative effect. Finally, note that we need only compute and
store KP — that is, the m × n sub-matrix of K — and not K itself. Table 1
summarizes the scaling behavior of several optimization algorithms.
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Table 1. Computational Cost of Various Optimization Methods. Note that n � m, and
that different values of n are used in Conjugate Gradient, Sparse Decomposition, and
Sparse Greedy Approximation methods: nCG ≤ nSD ≤ nSGA, since the search spaces
are progressively more restricted. Near-optimal results are obtained when κ = 60.

Exact Conjugate Sparse Sparse Greedy
Solution Gradient [18] Decomposition Approximation

Memory O(m2) O(m2) O(nm) O(nm)
Initialization O(m3) O(nm2) O(n2m) O(κn2m)
(= Training)
Prediction:
Mean O(m) O(m) O(n) O(n)
Error Bars O(m2) O(nm2) O(n2m) or O(n2) O(κn2m) or O(n2)

This leads us to the question of how to choose P for optimum efficiency. Pos-
sibilities include using the principal components of K [83], performing conjugate
gradient descent to minimize L [18], performing symmetric diagonal pivoting
[12], or applying a sparse greedy approximation to K directly [68]. Yet these
methods have the disadvantage that they either do not take the specific form of
y into account [83, 68, 12], or lead to expansions that cost O(m) for prediction,
and require computation and storage of the full matrix [83, 18].

By contrast to these methods, we use a data adaptive version of a sparse
greedy approximation algorithm. We may then only consider matrices P that
are a collection of unit vectors ei (here (ei)j = δij), since these only select a
number of rows of K equal to the rank of P (see also [62] for a template of a
sparse greedy algorithm).

– First, for n = 1, we choose P = ei such that L(Pβ) is minimal. In this case
we could permit ourselves to consider all possible indices i ∈ {1, . . . m} and
find the best one by trying all of them.

– Next, assume that we found a good solution Pβ, where P contains n
columns. In order to improve this solution, we expand the projection op-
erator P into the matrix Pnew := [Pold, ei] ∈ R

m×(n+1) and seek the best ei

such that Pnew minimizes minβ L(Pnewβ).

Note that this method is very similar to Matching Pursuit [42] and to iterative
reduced set Support Vector algorithms [60], with the difference that the target
to be approximated (the full solution α) is only given implicitly via L(α).

Recently Zhang [85] proved lower bounds on the rate of sparse approximation
schemes. In particular, he shows that most subspace projection algorithms enjoy
at least an O(n−1) rate of convergence.

4.5 Implementation Issues

Performing a full search over all possible n + 1 of m indices is excessively costly.
Even a full search over all m−n remaining indices to select the next basis func-
tion can be prohibitively expensive. A simple result concerning the tails of rank
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statistics (see [62]) comes to our aid — it states that with high probability, a
small subset of size κ = 59, chosen at random, guarantees near optimal perfor-
mance. Hence, if we are satisfied with finding a relatively good index rather than
the best index, we may resort to selecting only a random subset.

Algorithm 1.1 Sparse Greedy Quadratic Minimization.
Require: Training data X = {x1, . . . , xm}, Targets y, Noise σ2, Precision ε, corre-

sponding quadratic forms L and L∗.
Initialize index sets I, I∗ = {1, . . . , m}; S, S∗ = ∅.
repeat

Choose M ⊆ I, M∗ ⊆ I∗.
Find argmin i∈M Q

(
[P, ei]βopt

)
, arg mini∗∈M∗ L∗ (

[P ∗, ei∗ ]β∗
opt

)
.

Move i from I to S, i∗ from I∗ to S∗.
Set P := [P, ei], P ∗ := [P ∗, ei∗ ].

until L(Pβopt) + σ2L∗(Pβ∗
opt) + 1

2‖y‖2 ≤ ε
2 (|L(Pβopt)| + |σ2L∗(Pβ∗

opt) + 1
2‖y‖2|

Output: Set of indices S, βopt, (P �KP )−1, and (P �(K�K + σ2K)P )−1.

It is now crucial to obtain the values of L(Pβopt) cheaply (with P = [Pold, ei]),
assuming that we found Pold previously. From (86) we can see that we need
only do a rank-1 update on the inverse. We now show that this can be obtained
in O(mn) operations, provided the inverse of the smaller subsystem is known.
Expressing the relevant terms using Pold and ki, we obtain

P�K�y = [Pold, ei]�K�y = (P�
oldK�y,k�

i y), (87)

P� (
K�K + σ2K

)
P =

[
P�

old

(
K�K + σ2K

)
Pold P�

old

(
K� + σ21

)
ki

k�
i (K + σ21)Pold k�

i ki + σ2Kii

]
.(88)

Thus computation of the terms costs only O(nm) once we know Pold. Further-
more, we can write the inverse of a strictly positive definite matrix as

[
A B

B� C

]−1

=
[

A−1 + (A−1B)�γ(A−1B) −γ(A−1B)
−(γ(A−1B))� γ

]
, (89)

where γ := (C − B�A−1B)−1. Hence, inversion of P� (
K�K + σ2K

)
P costs

only O(n2). Thus, to find the matrix P of size m×n takes O(κn2m) time. For the
error bars, (P�KP )−1 is generally a good starting value for the minimization of
(83), so the typical cost for (83) is O(τmn) for some τ < n, rather than O(mn2).

If additional numerical stability is required, we might want to replace (89) by
a rank-1 update rule for Cholesky decompositions of the corresponding positive
definite matrix. Furthermore, we may want to add the kernel function chosen
by positive diagonal pivoting [12] to the selected subset, in order to ensure that
the n× n sub-matrix remains invertible. See numerical mathematics textbooks,
such as [28], for more detail on update rules.
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4.6 Hardness and Approximation Results

It is worthwhile to study the theoretical guarantees on the performance of the
algorithm (as described in Algorithm 1.1). It turns out that our technique closely
resembles a Sparse Linear Approximation problem studied by Natarajan [44]:

Given A ∈ R
m×n, b ∈ R

m, and ε > 0, find x ∈ R
n with minimal number of

nonzero entries such that ‖Ax− b‖2 ≤ ε. If we define

A =
(
σ2K + K�K

) 1
2 and b := A−1Ky, (90)

we may write

L(α) =
1
2
‖b−Aα‖2 + c, (91)

where c is a constant independent of α. Thus the problem of sparse approximate
minimization of L(α) is a special case of Natarajan’s problem (where the matrix
A is square, and strictly positive definite). In addition, the algorithm considered
in [44] involves sequentially choosing columns of A to maximally decrease ‖Ax−
b‖. This is equivalent to the algorithm described above and we may apply the
following result to our sparse greedy Gaussian process algorithm.

Theorem 3 (Natarajan, 1995 [44]). A sparse greedy algorithm to approxi-
mately solve the problem

minimize ‖y −Ax‖ (92)

needs at most

n ≤ 18n∗(ε)‖A+‖22 ln
‖y‖
2ε

(93)

non-zero components, where n∗(ε) is the minimum number of nonzero compo-
nents in vectors α for which ‖y −Ax‖ ≤ ε, and A+ is the matrix obtained from
A by normalizing its columns to unit length.

Corollary 1 (Approximation Rate for Gaussian Processes). Algo-
rithm 1.1 satisfies L(α) ≤ L(αopt) + ε2 when α has

n ≤ 18n∗(ε)
λ2 ln

‖A−1Ky‖
2ε

(94)

non-zero components, where n∗(ε) is the minimum number of nonzero compo-
nents in vectors α for which L(α) ≤ L(αopt) + ε2, A = (σ2K + K�K)1/2, and
λ is the smallest magnitude of the singular values of A, the matrix obtained by
normalizing the columns of A.

Moreover, we can also show NP-hardness of sparse approximation of Gaussian
process regression. The following theorem holds:
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Theorem 4 (NP-Hardness of Approximate GP Regression). There exist
kernels K and labels y such that the problem of finding the minimal set of indices
to minimize a corresponding quadratic function L(α) with precision ε is NP-
hard.

Proof. We use the hardness result [44, Theorem 1] for Natarajan’s quadratic
approximation problem in terms of A and b. More specifically, we have to proceed
in the opposite direction to (90) and (91) and show that for every A and b, there
exist K and y for an equivalent optimization problem.

Since ‖Ax− b‖2 = x�(A�A)x− 2(b�A)x + ‖b‖2, the value of A enters only
via A�A, which means that we have to find K in (78) such that

A�A = K�K + σ2K. (95)

We can check that it is possible to find a suitable positive definite K for any A,
by using identical eigensystems for A�A and K, and subsequently solving the
equations ai = λ2

i + σ2λi for the respective eigenvalues ai and λi of A�A and
K. Furthermore, we have to satisfy

y�K = bA. (96)

To see this, recall that bA is a linear combination of the nonzero eigenvectors of
A�A; and since K has the same rank and image as A�A, the vector bA can also
be represented by y�K. Thus for every A, b there exists an equivalent L, which
proves NP-hardness by reduction.

This shows that the sparse greedy algorithm is an efficient approximate solution
of an NP-hard problem.

4.7 Experimental Evidence

We conclude this section with a brief experimental demonstration of the ef-
ficiency of sparse greedy approximation methods, using the Abalone dataset.
Specifically, we used Gaussian covariance kernels, and we split the data into
4000 training and 177 test examples to assess training speed (to assess general-
ization performance, a 3000 training and 1177 test set split was used).

For the optimal parameters (2σ2 = 0.1 and 2ω2 = 10, chosen after [68]), the
average test error of the sparse greedy approximation trained until Gap(α, α∗) <
0.025 is indistinguishable from the corresponding error obtained by an exact
solution of the full system. The same applies for the log posterior. See Table 2 for
details. Consequently for all practical purposes, full inversion of the covariance
matrix and the sparse greedy approximation have comparable generalization
performance.

A more important quantity in practice is the number basis functions needed
to minimize the log posterior to a sufficiently high precision. Table 3 shows this
number for a precision of Gap(α, α∗) < 0.025, and its variation as a function
of the kernel width σ; the latter dependency is observed since the number of
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Fig. 9. Speed of Convergence. We plot the size of the gap between upper and lower
bound of the log posterior (Gap(α, α∗)), for the first 4000 samples from the Abalone
dataset (σ2 = 0.1 and 2ω2 = 10). From top to bottom: Subsets of size 1, 2, 5, 10,
20, 50, 100, 200. The results were averaged over 10 runs. The relative variance of the
gap size is less than 10%. We can see that subsets of size 50 and above ensure rapid
convergence.

kernels determines time and memory needed for prediction and training. In all
cases, less than 10% of the kernel functions suffice to find a good minimizer of
the log posterior; less than 2% are sufficient to compute the error bars. This is
a significant improvement over a direct minimization approach.

A similar result can be obtained on larger datasets. To illustrate, we generated
a synthetic data set of size 10.000 in R

20 by adding normal noise with variance
σ2 = 0.1 to a function consisting of 200 randomly chosen Gaussians of width
2ω2 = 40 and with normally distributed expansion coefficients and centers.

To avoid trivial sparse expansions, we deliberately used an inadequate Gaus-
sian process prior (but correct noise level) consisting of Gaussians with width
2σ2 = 10. After 500 iterations (thus, after using 5% of all basis functions), the
size of Gap(α, α∗) was less than 0.023. This demonstrates the feasibility of the
sparse greedy approach on larger datasets.

5 Laplacian Processes

So far the dependency of the latent variables θ on X could not be factorized
easily in terms of the xi. That is, p(θ|X) 
= ∏

i p(θi|xi). This is due to the fact
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Table 2. Performance of sparse greedy approximation vs. explicit solution of the full
learning problem. In these experiments, the Abalone dataset was split into 3000 training
and 1177 test samples. To obtain more reliable estimates, the algorithm was run over
10 random splits of the whole dataset.

Generalization Error Log Posterior
Optimal Solution 1.782 ± 0.33 −1.571 · 105(1 ± 0.005)
Sparse Greedy Approximation 1.785 ± 0.32 −1.572 · 105(1 ± 0.005)

Table 3. Number of basis functions needed to minimize the log posterior on the
Abalone dataset (4000 training samples), for various kernel widths ω. Also given is
the number of basis functions required to approximate k�(K + σ21)−1k, which is
needed to compute the error bars. Results were averaged over the 177 test samples.

Kernel width 1 2 5 10 20 50
Kernels for log-posterior 373 287 255 257 251 270
Kernels for error bars 79±61 49±43 26±27 17±16 12±9 8±5

that we want to infer from knowing (x, y) the likely value of (x′, y′) — a model
which did not couple the various yi would fail in this regard.

However, by a simple trick, we can achieve the factorization, yet still re-
tain the inference properties of the estimator: we introduce yet another layer of
dependence: rather than modelling

p(X)
�� X

p(θ|X)

p(θ|X)p(X)
�� θ

p(Y |θ)

p(Y |θ)p(θ|X)p(X)
�� Y

we assume
p(X)

�� X
p(θ|X)

p(θ|X)p(X)
�� θ

t=Kθ

p(θ|X)p(X)
�� t

p(Y |t)
p(Y |t(θ))p(θ|X)p(X)

�� Y

where p(θ|X) =
∏m

i=1 p(θi|xi) and p(Y |t(θ)) =
∏m

i=1 p(yi|ti(θ)). That is, we
moved the mixing between the various yi into the design matrix K. Note that
there is no requirement that K be positive semidefinite. In fact, any arbitrary
matrix would do. However, for practical purposes we will typically choose some
function k with Kij = k(xi, xj).

Before we go into the technical details, let us give some motivation as to
why the complexity of an estimate can depend on the locations where data
occurs, since we are effectively updating our prior assumptions about t after
observing the data placement. Note that we do not modify our prior assumptions
based on the targets yi, but rather as a result of the distribution of patterns xi:
Different input distribution densities might for instance correspond to different
assumptions regarding the smoothness of the function class to be estimated. For
example, it might be be advisable to favor smooth functions in areas where data
are scarce, and allow more complicated functions where observations abound.
We might not care about smoothness at all in regions where there is little or no
chance of patterns occurring: In the problem of handwritten digit recognition,
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we do not (and should not) care about the behavior of the estimator on inputs
x looking like faces.

The specific benefit of this strategy is that it provides us with a correspon-
dence between linear programming regularization [43, 2, 65, 6] and Bayesian
priors over function spaces, by analogy to regularization in Reproducing Kernel
Hilbert Spaces and Gaussian Processes.12

5.1 Examples of Factorizing Priors

Let us now study some of the priors factorizing in coefficient space. By construc-
tion we have

p(t|X) =
1
Z

exp

(
−

m∑

i=1

γ(θi)

)
, where ti =

m∑

i=1

θik(xi, x). (97)

Here γ(θi) is chosen such that exp(−γ(θ)) is integrable, Z is the corresponding
normalization term, and xi ∈ X. Examples of priors that depend on the locations
xi include

γ(θ) = 1− ep|θ| with p > 0 (feature selection prior), (98)
γ(θ) = θ2 (weight decay prior), (99)
γ(θ) = |θ| (Laplacian prior). (100)

The prior given by (98) was introduced in [5, 14] and is log-concave. While the
latter characteristic is unfavorable in general, since the corresponding optimiza-
tion problem exhibits many local minima, the negative log-posterior becomes
strictly concave if we choose Laplacian noise (equivalent to the L1 loss in regres-
sion). By a basic result from convex analysis [57] this means that the optimum
occurs at one of the extreme points, which makes optimization more feasible.

Eq. (99) describes the popular weight decay prior used in Bayesian Neural
Networks [40, 45, 46]. It assumes that the coefficients are independently nor-
mally distributed. We relax the assumption of a common normal distribution in
Section 6 and introduce individual (hyper)parameters si. The resulting prior,

p(θ|X, s) = (2π)− m
2

(
m∏

i=1

si

) 1
2

exp

(
−1

2

m∑

i=1

siθ
2
i

)
, (101)

leads to the construction of the Relevance Vector Machine [73] and very sparse
function expansions.

Finally, the assumption underlying the Laplacian prior (100) is that only
very few basis functions will be nonzero. The specific form of the prior is why
we will call such estimators Laplacian Processes. This prior has two significant
advantages over (98): It leads to convex optimization problems, and the integral
12 We thank Carl Magnus Rasmussen for discussions and suggestions.
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∫
p(θ)dθ is finite and thus allows normalization (this is not the case for (98),

which is why we call the latter an improper prior).
The Laplacian prior corresponds to the regularization functional employed

in sparse coding approaches, such as wavelet dictionaries [6], coding of natu-
ral images [48], independent component analysis [37], and linear programming
regression [66, 65].

In the following, we focus on (100). It is straightforward to see that the MAP
estimate can be obtained by minimizing the negative log posterior, which is given
(up to constant terms) by

−
m∑

i=1

ln p(yi|f(xi), xi) +
m∑

i=1

|θi|. (102)

Depending on ln p(yi|ti(θ)), we may formulate the minimization of (102) as a
linear or quadratic program.

5.2 Samples from the Prior

In order to illustrate our reasoning, and to show that such priors correspond
to useful distributions over t, we generate samples from the prior distribution.
As in Gaussian processes, smooth kernels k correspond to smooth priors. This
is not surprising: As we show in the next section (Theorem 5), there exists a
corresponding Gaussian process for every kernel k and every distribution p(x).

The obvious advantage, however, is that we need not worry about Mercer’s
condition for k but can take any arbitrary function k(x, x′) to generate a Lapla-
cian process. We draw samples from the following three kernels,

k(x, x′) = e− ‖x−x′‖2

2σ2 Gaussian RBF kernel, (103)

k(x, x′) = e− ‖x−x′‖
σ Laplacian RBF kernel, (104)

k(x, x′) = tanh(θ〈x, x′〉+ ϑ) Neural Networks kernel. (105)

While (103) and (104) are also valid kernels for Gaussian Process estimation,
(105) does not satisfy Mercer’s condition13. Figure 10 gives sample realizations
from the corresponding process. The use of (105) is impossible for GP priors,
unless we diagonalize the matrix K explicitly and render it positive definite by
replacing λi with |λi|. This is a very costly procedure (see also [61, 24]) as it
involves computing the eigensystem of K.

5.3 Estimation

Since one of the aims of using a Laplacian prior on the coefficients θi is to achieve
sparsity of the expansion, it does not appear sensible to use a Bayesian averaging
13 The covariance matrix K has to be positive definite at all times. An analogous

application of the theory of conditionally positive definite kernels would be possible
as well. There one simply assumes a Gaussian Process prior on a linear subspace of
the yi.
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Fig. 10. Left Column: Grayscale plots of the realizations of several Laplacian Pro-
cesses. The black dots represent data points. Right Column: 3D plots of the same
samples of the process. We used 400 data points sampled at random from [0, 1]2 using
a uniform distribution. Top to bottom: Gaussian kernel (103) (σ2 = 0.1), Laplacian
kernel (104) (σ = 0.1), and Neural Networks kernel (105) (θ = 10, ϑ = 1). Note that
the Laplacian kernel is significantly less smooth than the Gaussian kernel, as with a
Gaussian Process with Laplacian kernels. Moreover, observe that the Neural Networks
kernel corresponds to a non-stationary process; that is, its covariance properties are
not translation invariant.
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scheme to compute the mean of the posterior distribution, since such a scheme
leads to mostly nonzero coefficients. Instead we seek to obtain the mode of the
distribution (the MAP estimate) only.

As already pointed out in the previous section, finding the mode need not
give an exact solution, since mode and mean do not coincide for Laplacian reg-
ularization (recall Figure 3). Nonetheless, the MAP estimate is computationally
attractive, since if both − ln p(ξi) and γ(θi) are convex, the optimization problem
has a unique minimum.

By assumption we can write the joint density in Y, t, θ as follows:

p(Y, t, θ|X) = p(Y |t(θ))p(θ|X) (106)

=

[
m∏

i=1

p(yi|ti(θ))p(θi)

]
where t(θ) = Kθ (107)

∝
[

m∏

i=1

p(yi|ti(θ)) exp (−γ(θi))

]
(108)

Here we exploited the fact that the prior factorizes and that the data is generated
iid. Maximization of (106) is equivalent to minimizing the negative log posterior
which leads to

minimize
m∑

i=1

− ln p(yi|ti) +
m∑

i=1

γ(θi),

subject to t = Kθ

(109)

For − log p(ξi) = |ξi| + c and γ(θi) = |θi|, this leads to a linear program and
the solution can be readily used as a MAP estimate for Laplacian processes (a
similar reasoning holds for soft margin loss functions). Likewise for Gaussian
noise, we obtain a quadratic program with a simple objective function but a
dense set of constraints, by analogy to Basis Pursuit [6].

5.4 Confidence Intervals for Gaussian Noise

One of the key advantages of Bayesian modeling is that we can obtain explicit
confidence intervals for the predictions, provided the assumptions made regard-
ing the priors and distribution are satisfied. Even for Gaussian noise, however,
no explicit meaningful expansion using the MAP estimate αMAP is possible,
since γ(θi) = |θi| is non-differentiable at 0 (otherwise we could make a quadratic
approximation at θi = 0). Nonetheless, a slight modification permits computa-
tionally efficient approximation of such error bounds.

The modification consists of dropping all variables θi for which θMAP,i = 0
from the expansion (this renders the distribution flatter and thereby overesti-
mates the error), and replacing all remaining variables by linear approximations
(we replace |θi| by sgn (θMAP,i) θi).

In other words, we assume that variables with zero coefficients do not influ-
ence the expansion, and that the signs of the remaining variables do not change.
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This is a sensible approximation since for large sample sizes, which Laplacian
processes are designed to address, the posterior is strongly peaked around its
mode. Thus the contribution of − log p(θ) = ‖θ‖1 + c around θMAP can be
considered to be approximately linear.

Denote by θM the vector of nonzero variables, obtained by deleting all entries
where θMAP,i = 0, by s the vector with elements ±1 such that ‖θMAP‖1 = s�θM ,
and by KM the matrix generated from K by removing the columns corresponding
to θMAP,i = 0. Then the posterior (now written in terms of θ for convenience)
can be approximated as

p(θM |X, Y ) ≈ 1
Z

exp

(
− 1

2σ2

m∑

i=1

(yi −KMθM )2
)

exp
(−s�θM

)
. (110)

Collecting linear and quadratic terms, we see that

θM ∼ N(θMAP, (K�
MKM )−1), where θMAP = (K�

MKM )−1(K�
My + σ2s).

(111)

The equation for θMAP follows from the conditions on the optimal solution of
the quadratic programming problem (109), or directly from maximizing (106)
(after s is fixed). Hence predictions at a new point x are approximately normally
distributed, with

y(x) = N
(
k�

MθM ,
(
σ2 + k�

M

(
K�

MKM

)−1
kM

))
, (112)

where kM := (k(x1, x), . . . , k(xM , x)) and only xi with nonzero θMAP,i are con-
sidered (thus M ≤ m). The additional σ2 stems from the fact that we have
additive Gaussian noise of variance σ2 in addition to the Laplacian process.
Equation (112) is still expensive to compute, but it is much cheaper to invert
Σ�

MΣM than a dense square matrix Σ (since θMAP may be very sparse). In ad-
dition, greedy approximation methods (as described for instance in Section 4.4)
or column generation techniques [1] could be used to render the computation of
(112) numerically more efficient.

5.5 An Equivalent Gaussian Process

We conclude this section with a proof that in the large sample size limit, there ex-
ists a Gaussian Process for each kernel expansion with a prior on the coefficients
θi. For the purpose of the proof, we have to slightly modify the normalization
condition on f : That is, we assume

yi(θ) = m− 1
2

m∑

i=1

θik(xi, x), (113)

where θi ∼ 1
Z exp(−γ(θ)). For large sample size, i.e., m → ∞, the following

theorem holds.



106 A.J. Smola and B. Schölkopf

Theorem 5 (Convergence to Gaussian Process). Denote by θi indepen-
dent random variables (we do not require identical distributions on θi) with unit
variance and zero mean. Furthermore, assume that there exists a distribution
p(x) on X with according to which a sample {x1, . . . , xm} is drawn, and that
k(x, x′) is bounded on X × X. Then the random variable y(x) given by (113)
converges for m → ∞ to a Gaussian process with zero mean and covariance
function

k̃(x, x′) =
∫

X

k(x, x̄)k(x′, x̄)p(x̄)dx̄. (114)

This means that instead of a Laplacian process prior, we could use any other
factorizing prior on the expansion coefficients θi and in the limit still obtain an
equivalent stochastic process.

Proof. To prove the first part, we need only check is that y(x) and any linear
combination

∑
j y(xj) (for arbitrary x′

j ∈ X) converge to a normal distribution.
By application of a theorem of Cramér [8], this is sufficient to prove that y(x)
is distributed according to a Gaussian Process.

The random variable y(x) is a sum of m independent random variables with
bounded variance (since k(x, x′) is bounded on X × X). Therefore in the limit
m → ∞, by virtue of the Central Limit Theorem (e.g., [8]), we have y(x) ∼
N(0, σ2(x)) for some σ2(x) ∈ R. For arbitrary x′

j ∈ X, linear combinations of
y(x′

j) also have Gaussian distributions since

n∑

j=1

βiyi = m− 1
2

m∑

i=1

θi

n∑

j=1

βjk(xi, xj), (115)

which allows the application of the Central Limit Theorem to the sum since the
inner sum

∑n
j=1 βjk(xi, xj) is bounded for any xi. It also implies

∑n
j=1 βjyj ∼

N(0, σ2) for m → ∞ and some σ2 ∈ R, which proves that y(x) is distributed
according to a Gaussian Process.

To show (114), first note that y(x) has zero mean. Thus the covariance func-
tion for finite m can be found as expectation with respect to θ,

Eθ[y(x)y(x′)] = Eθ



 1
m

m∑

i,j=1

θiθjk(xi, x)k(xj , x
′)



 =
1
m

m∑

i=1

k(xi, x)k(xj , x
′),

(116)

since the θi are independent and have zero mean. This expression, however,
converges to the Riemann integral over X with the density p(x) as m → ∞.
Thus

E[y(x)y(x′)] −→
m→∞

∫

X

k(x, x̄)k(x′, x̄)p(x̄)dx̄, (117)

which completes the proof.
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6 Relevance Vector Machines and Deconvolution

One of the problems with the probabilistic model introduced in (97) is that it may
lead to somewhat intractable optimization problems, in particular if the negative
log posterior γ(θ) is not convex. However, such functions γ may correspond
to useful statistical assumptions on the distribution of coefficients in function
expansions.

6.1 Turning Priors into Hyperpriors

Recently, Tipping [73] proposed a method to circumvent the numerical problems
inherent in using a certain set of γ(θ) via deconvolution. Before presenting the
specific choices [73] makes for the sake of sparse function expansions, we present
the general principle, since it can be extended to priors on coefficients and like-
lihood terms alike, using ideas from [20]. The method works as follows: Assume
we have a prior

p(θi|si) =
√

si

2π
exp

(
−1

2
siθ

2
i

)
, (118)

that is si plays the role of a hyperprior and θi ∼ N(0, s−1
i ). Here, given si, we

can use well studied methods for inference with a Gaussian prior to perform the
required estimation steps. Quite often we will be able to perform exact inference,
given the hyperparameters si. Key is the suitable choice of p(si), since clearly

p(θi) =
∫

p(θi|si)p(si)dsi =
∫ √

si

2π
exp

(
−1

2
siθ

2
i

)
p(si)dsi. (119)

This means that given some p(θi) we may be able to find some p(si) such that
(119) holds. A hyperprior p(si) with a large weight at si = 0 is desirable since
this leads to a of the distribution of θi around 0. A parameter transformation in
the integral β = 1

2s2
i

yields

p(θi) =
∫

exp(−βθi)(8π)− 1
2 β−1p

(
(2β)− 1

2 )
)

dβ. (120)

That is, p(θi) is the Laplace Transform of (8π)− 1
2 β−1p

(
(2β)− 1

2 )
)

and corre-
spondingly p(si) is given by the inverse Laplace Transform of p(θi) and suitable
variable changes. This fact allows us to match up priors p(θi) and corresponding
hyperpriors p(si) in a fairly automatic fashion.

In particular, we assume a normal distribution over θi with adjustable vari-
ance. The latter is then determined with a hyperparameter that has its most
likely value at 0; This prior is expressed analytically as

Normal Hyperprior: We begin with a normal distribution on p(si), that is

p(si) =
1

2πω2 exp
(
− 1

2ω2 s2
i

)
. (121)
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Performing a Laplace transform leads to

p(θi) =
1

2πθi
BesselK0

(√
8

θi

)
, (122)

where BesselK is the modified Bessel function of the second kind [79]. See
Figure 11 for more properties of this function.
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Fig. 11. p(θi) for a normal hyperprior. Left: p(θi); Right: − log p(θi). Note the sharp
peak at θi = 0 and the almost linear increase afterwards.

Γ -Hyperprior: Tipping [73] used the Gamma hyperprior to design the Rele-
vance Vector Machine. Here

p(si) = Γ (si|a, b) :=
sa−1

i ba exp(−sib)
Γ (a)

for si > 0. (123)

For non-informative (flat in logspace) priors, one typically chooses a = b =
10−4. This leads to a polynomial prior which is given by

p(θi) ∝ exp
(
− (a + 1/2) ln

(
b +

θ2
i

2

))
=

(
b +

θ2
i

2

)−(a+1/2)

. (124)

Note that (123) is heavily peaked for si → 0. For regression, a similar as-
sumption is made concerning the amount of additive Gaussian noise σ2; thus
p(σ̄2) = 1/σ̄2 or p(σ̄2) = Γ (σ̄2|c, d) where typically c = d = 10−4. Note that
the priors are imposed on the inverse of σ and σ̄. Figure 12 depicts the
scaling behavior for non-informative priors.

Further choices are possible and can be obtained by consulting tables of Legendre
transformations, such as in [23].
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Fig. 12. p(θi) for a Gamma hyperprior (a = b = 10−4). Left: p(θi); Right: − log p(θi).
Note that here the distribution is much less peaked around 0 and observe the sublinear
increase in the negative log density.

6.2 Further Expansions

A similar approach can be used to transform arbitrary p(θi) into Laplacian
distributions and a suitable hyperprior. Again, the connection is made via the
Laplace transform, however this time by using p(si) directly rather than by
reparameterizing with the inverse argument, as done in (120):

p(θi) =
∫

exp(−βθi)
1
2β

p(β)dβ. (125)

This means that the Laplace transform of 1
si

p(si) yields the effective prior and
vice versa. While a Laplacian distribution may not be quite as desirable as a
normal distribution (it will typically lead to the solution of a linear program
rather than a simple matrix inversion), it is likely to be nonetheless favorable to
a direct attempt at computing the mode of the distribution.

Finally, it is worth noting that we can employ the same methods that we
used to obtain a normal distribution in θi can be used to transform p(yi|ti) into
normal distributions combined with a hyperprior:

p(yi|ti) =
∫

σi√
2π

exp
(
−1

2
σi(yi − ti)2

)
p(σi)dσi. (126)

The ensuing considerations are completely analogous to the ones in the previ-
ous chapter. We will come back to (126) when dealing with general factorizing
estimation problems.

6.3 Regression with Hyperparameters

As before, we begin with the simple case of regression with additive Gaus-
sian noise, that is Y |t ∼ N(0, σ2). We know that θ ∼ N(0, S−1) where
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S := diag(s1, . . . , sm). Therefore t = Kθ satisfies t ∼ N(0, K�S−1K) and
finally Y ∼ N(0, K�S−1K + σ21). Consequently we obtain

p(Y |s, σ) = (2π)− m
2 |Σ̃|− 1

2 exp
(
−1

2
Y �Σ̃−1Y

)
, (127)

where Σ̃ = K�S−1K + σ21. If we wish to determine p(Y ′|Y, s, σ), we need an
estimate of s′

i. Assuming that all s′
i = 0, the use of the matrix inversion formula

plus the application of the Sherman-Morrison-Woodbury formula yields

Y ′|Y, s, σ ∼ N(µ′, Σ′). (128)

where

µ′ = (K ′)�S−1K(σ21 + K�S−1K)−1Y and (129)
Σ′ = σ21 + (K ′)�(S + σ−2KK�)−1K ′. (130)

This follows directly from Example 1. For K ′ = K, i.e., estimation on the training
set, the above equations reduce to

µ = K�S−1K(σ21 + K�S−1K)−1Y = σ−2K(σ−2K�K + S)−1K�Y. (131)

Since elimination of s, σ2 by integration is impossible, we resort, as many times
before, to the approximation of maximizing the joint density

p(Y, s, σ) = p(Y |s, σ)
m∏

i=1

p(si)p(σ). (132)

Assuming a gamma prior not only on si but also on σ, the negative logarithm
of (132) can be written as

− ln p(Y, s, σ) =
1
2

[
ln

∣∣σ1 + KS−1K�∣∣ + Y � (
σ1 + KS−1K�)−1

Y
]

−
m∑

i=1

(a ln si − bsi)− c lnσ2 + dσ2 + const. (133)

Of course, if we set a = b = c = d = 0 (flat prior) the terms in (133) vanish and
we are left with maximizing the parameters over an improper prior. Note the
similarity to logarithmic barrier methods in constrained optimization, for which
constrained minimization problems are transformed into unconstrained problems
by adding logarithms of the constraints to the initial objective function. In other
words, the Gamma distribution can be viewed as a positivity constraint on the
hyperparameters si and σ2.

Differentiating (133) and setting the corresponding terms to 0 leads to the
update rules [73]

si =
1− siΞii

µ2
i

, (134)
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where µ is given by (131) and Ξ := (σ−2KK�+S)−1. The quantity 1−siΞii is a
measure of the degree to which the corresponding parameter θi is “determined”
by the data [40]. Likewise we obtain

σ2 =
‖y −Kµ‖2

m∑
i=1

siΞii

. (135)

It turns out that many of the parameters si tend to infinity during the optimiza-
tion process. This means that the corresponding distribution of θi is strongly
peaked around 0, and we may drop these variables from the optimization pro-
cess. This speeds up the process as the minimization progresses.

It seems wasteful to first consider the full set of possible functions k(xi, x),
and only then weed out the functions not needed for prediction. We could instead
use a greedy method for building up predictors, similar to the greedy strategy
employed in Gaussian Processes (Section 4.4). This is the approach in [73], which
proposes the following algorithm. After initializing the predictor with a single
basis function (the bias, for example), we test whether each new basis function
yields an improvement. The latter is achieved by guessing a large initial value si,
and performing one update step. If (134) leads to an increase of si, we reject the
corresponding basis function, otherwise we retain it in the optimization process.

6.4 Classification

For classification, we follow a scheme similar to that in Section 3.5. In order to
keep matters simple, we only consider the binary classification case. Specifically,
we carry out logistic regression by using (14) as a model for the distribution of
labels yi ∈ {±1}. As in regression, we use a kernel expansion, this time for the
latent variables t = Kθ. The negative log density in Y,θ conditioned on s, X is
given by

− ln p(Y,θ|s, X) =
m∑

i=1

− ln p(yi|ti(θ))−
m∑

i=1

ln p(θi|si) + const. where t = Kθ.

(136)

Unlike in regression, however, we cannot minimize (136) explicitly and have to
resort to approximate methods, such as the Laplace approximation (see Sec-
tion 4.1). Computing the first and second derivatives of (136) and using the
definitions (70) and (71) yields

∂θ [− ln p(θ|y, s)] = Kc + Sθ, (137)
∂2

θ [− ln p(θ|y, s)] = K�CK + S. (138)

This allows us to obtain a MAP estimate of p(θ|y, s) by iterative application of
(69), and we obtain an update rule for θ in a manner analogous to (72);

θnew = θold − (K�CK + S)−1(Kc + Sθold) = (K�CK + S)−1K(CKθold − c).
(139)
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If the iteration scheme converges, it will converge to the minimum of the negative
log posterior. We next have to provide an iterative method for updating the
hyperparameters s (note that we do not need σ2). Since we cannot integrate out θ
explicitly (we had to resort to an iterative method even to obtain the mode of the
distribution), it is best to use the Gaussian approximation obtained from (138).
This gives an approximation of the value of the posterior distribution p(s|y) and
allows us to apply the update rules developed for regression in classification.
Setting µ = θMAP and Ξ = (K�CK + S)−1, we can use (134) to optimize si.
See [73] for further detail and motivation.

7 Summary

In this paper, we presented an overview over some of the more common tech-
niques of Bayesian estimation, namely Gaussian Processes and the Relevance
Vector Machine, and a novel method: Laplacian Processes. Due to the wealth of
existing concepts and algorithms developed in Bayesian statistics, it is impossible
to give a comprehensive treatment in a single paper. Instead, such a goal would
merit writing a book in its own right. We refer the reader to [46, 26, 63, 40, 77, 81]
and references therein for further detail.

Topics We Left Out: We did not discuss Markov-Chain Monte Carlo meth-
ods and their application to Bayesian Estimation [45, 54] as an alternate way
of performing Bayesian inference. These work by sampling from the posterior
distribution rather than computing an approximation of the mode.

On the model side, the maximum entropy discrimination paradigm [64, 7,
30] is a worthy concept in its own right, powerful enough to spawn a whole
family of new inference algorithms both with [30] and without [34] kernels. The
main idea is to seek the least informative estimate for prediction purposes. In
addition, rather than requiring that a specific function satisfy certain constraints,
we require only that the distribution satisfy the constraints on average.

Methods such as the Bayes-Point machine [27] and Kernel Billiard [59, 58]
can also be used for estimation purposes. The idea behind these methods is to
“play billiard” in version space and average over the existing trajectories. The
version space is the set of all separating hyperplanes for which the empirical
risk vanishes or is bounded by some previously chosen constant. Proponents of
this strategy claim rapid convergence due to the good mixing properties of the
dynamical system.

Finally, we left the field of graphical models (see for instance [71, 32, 36, 35]
and the references therein) completely untouched. These algorithms model the
dependency structure between different random variables in a rather explicit
fashion and use efficient approximate inference techniques to solve the optimiza-
tion problems. It is not clear yet, how to combine graphical models with kernels.

Key Issues: Topics covered in this paper include deterministic and approximate
methods for Bayesian inference, with an emphasis on the Maximum a Posteriori
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(MAP) estimate and the treatment of hyperparameters. As a side-effect, one can
observe that the minimization of regularized risk is closely related to approximate
Bayesian estimation.

One of the first consequences of this link is the connection between Gaussian
Processes and Support Vector Machines. While the former are defined in terms
of correlations between random variables, the latter are derived from smooth-
ness assumptions regarding the estimate and feature space considerations. This
connection also allows one to exchange uniform convergence statements and
Bayesian error bounds between both types of reasoning.

As a side effect, this connection also gives rise to a new class of prior, namely
those corresponding to �1 regularization and linear programming machines. Since
the coefficients θi then follow a Laplacian distribution, we name the correspond-
ing stochastic process a Laplacian Process. This new point of view allows the
derivation of error bars for the estimates in a way that is not easily possible in
a statistical learning theory framework. It turns out that this leads to a data
dependent prior on the function space.

Finally, the Relevance Vector Machine introduces individual hyperparame-
ters for the distributions of the coefficients θi. This makes certain optimization
problems tractable (matrix inversion) that otherwise would have remained infea-
sible (MAP estimate with the Student-t distribution as a prior). We expect that
the technique of representing complex distributions by a normal distribution
cum hyperprior is also a promising approach for other estimation problems.

Taking a more abstract view, we expect a convergence between different
estimation algorithms and inference principles derived from risk minimization,
Bayesian estimation, and Minimum Description Length concepts. Laplacian Pro-
cesses and the Relevance Vector Machine are two examples of such convergence.
We hope that more such methods will follow in the next few years.
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