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Lecture 1 - Introduction
Advanced course in Statistical Machine Learning: Theory an d Applications
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Statistical machine learning?
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� � � ����� : the ability of a machine to (automatically) improve
its performance based on previous results

A new way of programming:

- tell the machine what to do

- show the machine behaviors (watch what I do)

Henry Lieberman - ���� ���	
� � 
� �� � �� �
������
�
������

Statistics with:

- large data sets computational issues

- no specific model model selection issues

Programming through examples: what’s new?



Machine learning problems
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� Learning for what? � Why is it difficult?
- moving, planning 1. size effect

- speech - sample size - number of examples

- writting - dimensionality - size of each example

- language, translation 2. unknown model (non linear)

- vision, 3. computing complexity

Machine learning promises
- Short term: help us with some tedious task show patterns

- Mid term: interact with human (HCI) show behaviors

- Long term: understand the nature of information ???

How to deal with these questions



4 Tipical problems
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Tasks
1. Optical character recognition (OCR)

2. query Google

3. Face recognition

4. DNA language

What for:

- Help human Engineering

- H. C. I. Computer Science

- Knowledge - information Maths

On line learning vs. batch learning



Learning: that is the question
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Notations: input � � � (the domaine), output � � � (the codomaine)���� ��� �� 	��� �� ��� �
OCR 16 
 16 ��  � � � �  � � �� � or $
Google query web pages are you happy!
Face recognition image mummy! �� �
DNA language microarray genes probability

� �������� � ����� � ���� ���� �������
find �  ! �

" # such that � $% & looks like '
Probabilistic setup

- ( is a random variable in ) * +,-
(. is refered as the dimensionality)

- / is a random variable in 0,

- 1( 2 / 3 follows +4 15 2 6 3 7 8 9 9 9 unknown!

we are learning in a probabilistic framework



Learning: what is given?
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Given information
- Data: a sample �� � 1( � 2 / � 3�� ���, drawn according to +4 15 2 6 3 still unknown,

- Cost function (loss) � � 1) 2 0 2 0 3 	
 +, ,

- Prior information about the nature of the solution.

� �������� � ����� �� �� �� � ���� ��� ��� ������
find � �  ! �

" # minimizing  $� & �� �� $� $�  �  � $� &&

Use data!
� �������� � ����� ��� �� �� ��� ��� �� � � �� � �����

estimate � �

what can we do with the data?



Two ways to deal with the data
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the empirical cost
� 1� 3 � +� 1� 1( 2 / 2 � 1( 33

� � ��� � � 1� 2 6 2 � 1� 33 +4 1� 2 6 3 ���6
�

emp 1� 3 � Mean 1� 1( 2 / 2 � 1( 33
� � ��� � � 1� 2 6 2 � 1� 33 +4emp 1� 2 6 3 ���6
� ��

�	
�� � � 1� � 2 6 � 2 � 1� �33

the likelihood for some parameters 
  �� $%  ' & � � $%  '  
 &
 1( � 2 / � 2 � 3 � 	 ��� +4 15 � 2 6� 2 9 9 9 2 5 � 2 6 � 2 9 9 9 2 5� 2 6� �� 3

�
�	
�� � 	 ��� +4 15 � 2 6 � �� 3

Minimize the cost or maximize the likelihood



An interesting particular case
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the least square � $� & � �� $� &
� ' ��

�
emp 1� 3 � ��

�	
�� � �� 1� � 3 	 6 � �

�

the gausian case: �� $%  '  
 & � �� 1� 3 ���	
��	 �� 1� � 3	6 � �

�
, � � 1� 2 � 3

 1( � 2 / � 2 � 3 �
�	
�� � 	 ��� +4 15 � 2 6 � �� 3

� ���
�	
�� � �� 1� �3 	 6 � �

� 	 � ��� � 1� 3
the target function (for a given 
) � �� +� 1� 	 / 3�

+� 1� 	 / 3� � � 1� 	 6 3� +4 16 �� 3�6
� � � 	 �� 6 +4 16 �� 3�6� �� �� � �� �� �� �� �� �

� � 6 � +4 16 �� 3�6

different approaches can lead to ��� ��� ��� algorithms



Exercice
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What is the target function if the cost is (for a given �)

� $�  ' � & � ' ��� � � $� � ' & ��� $� � � &

� $�  ' � & � � � '
'

�

� $�  ' � & � �� � ' �



Two learning strategies

� � ��� � ��� ���	: Lecture 1 - Introduction, Page 10

Strategy I: Structural risk minimization

- choose a structure for � (hypothesis class)

- prove  � emp � bound

- minimize emp and the bound

Strategy II: Model and conquer

- model �� $%  ' & exponential family

- deduce a feasible criterion some specific work

- minimize it optimization issues

Both strategies can lead to the same algorithms



what is the best?

� � ��� � ��� ���	: Lecture 1 - Introduction, Page 11

- no method is “silver bullet”

- no method is universally better
no free lunch

- each method has its own fitted data

Data Set Selection - ���� ������ ��� 	
 ���
����� � ����

- how to choose?
use prior knowledge

make assumptions

choose a stable or robust one (if they are wrong)

Jerome H. Friedman - ���� ���			 ��������� �
��������������� ����

If possible, try several - estimate best or use committee



Course overview

� � ��� � ��� ���	: Lecture 1 - Introduction, Page 12

Advanced course in Statistical Machine Learning: Theory and Applications

1. Mathematical background

2. Density estimation and Exponential family

3. Kernels

4. Supevised learning I

5. Supevised learning II

6. Graphical models I

7. Graphical models II

8. Conditional random fields

9. Boosting

Focus on exponential family & algorithm
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Questions?
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